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Under AFOSR Contract F49620-87-K-0003 which was initially funded November 1,

1986 and completed on September 30, 1990, the problem of control augmented structural

optimization of aeroelastically tailored fiber composite wings was addressed in a series of

comprehensive studies. This research culminated in the first truly integrated, practical

computer program capable of treating this multidisciplinary synthesis problem by

simultaneously changing structural, aerodynamic and control type design variables for

practical aircraft configurations such as the F-16 fighter.

The main line of this research program has been described in a substantial number

of publications [1-9]. A brief description and summary of the contributions contained in

these publications is provided below. A more detailed description of this research effort is

summarized in Refs. 3, 4, 6 and 8 which are attached as Appendix A of this report.

Reference 1 is a detailed report describing the structural model used in this research

activity and its implementation in a computer code. Using this structural model a complete

airplane configuration can be efficiently modeled as an assembly of flexible lifting surfaces.

Each lifting surface is modeled as an equivalent plate whose stiffness is controlled by

contributions from thin cover skins (fiber composite laminates) and the internal structure

91-13035
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(spar and- rib caps). Wing sections are connected to each other via stiff springs

(representing hinge stiffnesses at attach points) and flexJble springs (representing the

stiffness of actuators and their backup structure). Each wing section can include several

trapezoidal parts. Concentrated masses are used-to model nonstructural items and balance

masses.

Structural topology, shape and material properties are preassigned; however, Skin

layer-fiber orientations are treated as design variables. Skin thicknesses are also indirectly

represented as design variables. Concentrated masses and springs at preassigned locations

can- also be treated as design variables. It was demonstrated that this structural model is

capable of capturing the-important modes of an F-16 fighter wing, with accuracy comparable

to a detailed finite element model, and at the fraction of the computational cost. This

computational efficiency is a key ingredient in the success of the subsequent optimization

studies, based upon this model.

Reference 3, which is an expanded and improved version of Ref. 2, presents the

theoretical basis for the synthesis of an actively controlled composite wing as a

multidisciplinary optimization problem. A unique integration of analysis techniques

spanning the disciplines of structures, aerodynamics, and controls is described. A rich

variety of behavior constraints can be treated including stress, displacement, control surface

travel and hinge movement, natural frequency, aeroservoelastic stability, gust response, and

handling quality constraints, as well as performance measures in terms of drag/lift

coefficients, drag polar shape, required load factor or roll rate, and wing mass. The design

space includes a simultaneous treatment of structural, aerodynamic, and control system

design variables. The basis for multidisciplinary wing optimization is prepared by

formulating the analysis capability together with the related behavior sensitivity analysis.

Applicability of approximation concepts to this particular multidisciplinary optimization

problem is examined by studying typical aeroservoelastic stability, gust response and

performance-related constraints. The computational efficiency of the combined analysis and

sensitivity, as well as the quality of key behavior constraint approximations, was shown to
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be excellent. Thus the single-level: optimization of composite, actively controlled practical

wings, described in the subsequent references could be carried out.

The integrated multidisciplinary synthesis capability (described in Ref. 3) was used

in Ref. 4 in a series of innovative exploratory design studies in which constraints from

several disciplines are taken into account simultaneously and the design space is opened up

-to include structural, control system, and aerodynamic design variables. Th. effectiveness

and the efficiency of the new capability are studied using a mathematical model of a

remotely piloted vehicle (RPV). The emphasis in these studies was on active-

control/structure interaction in the RPV wing design problem. These studies have

demonstrated the successful adaptation of NLP/AC (nonlinear programming/approximation

concepts) techniques-to problems with important-new types of constraints (aeroservoelastic

stability, gust iesponse) exhibiting greater complexity than those previously treated in pure

-structural synthesis problems.

In Ref. 6 the effectiveness and efficiency this integrated aeroservoelastic optimization

capability is displayed by applying it to an RPV as well as more complex F-16 and X-29 type

airplane models. Simplified handling quality constraints are added to the set of design

requirements. The performance of several complex eigenvalue approximations was also

examined. Effects of control law structure on the weight and robustness of the resulting

aeroservoelastic design provide new insights into the complex multidisciplinary interactions

involved.

In Ref. 7, aerodynamic constraints, represented by induced drag constraints are added

to the previous set of constraints explored. New approximations for induced drag constraints

are developed. Again the composite wing of an RPV is used for numerical experimentation

with the new capability. Design studies with design variables and constraints that span the

disciplines of structures, controls and aerodynamics are presented. It is demonstrated that

the synthesis of actively controlled, fiber composite wings with modeling accuracy that is

accep!ab!e for preliminary design is both feasible and practical. Results of the new design
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studies provide interesting and important new insights into the complex nature of

multidisciplinary interactions present in-wing design.

Reference 5 is Dr. Livne's landmark Ph.D. dissertation which incorporates both-the

analysis and the results discussed-so far; in a single document. It is our intent to publish this

document as a Air Force Technical Report with the assistance of the funding agency.

Recognizing that the description of the research activity provided above might be

fragmented, we find it useful to provide, below, a concise overview of the principal research

accomplishments described in Refs. 1-7. This research has produced a truly integrated

comprehensive multidisciplinary wing synthesis capability which is the most advanced of-its

kind available to date. This capability which is depicted schematically in Fig. 1, integrates

the disciplines of structures, aerodynamics, and controls. There is no comparable capability

available in the academic, industrial, or research community.

The principal accomplishments are:

1. Fully coupled structural, aerodynamic and control system analyses.

2. Extended design space, where one can change simultaneously structural, aerod) namic

and control type design variables.

3. Inclusion of a rich mix of behavior constraints and alternative objective functions.

4. Combination of analysis/sensitivity capability with approximation concepts and

optimization algorithm.

5. Ability to deal with both maneuver and handling type of constraints.
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6. Demonstration of the effectiveness of the new synthesis procedure by applying it to

optimization of conventional wings, swept back-wings-and forward swept wings (RPV,

F-16, X-29).

The unique features of this synthesis capability are:

1. Balanced high quality, yet computationally efficient analysis modeling.

2. Analytic sensitivity for all constraints with respect to-all design variables.

3. It contains the first successful approximations of aeroservoelastic stability and gust

response constraints in the design space.

4. The design space spans three disciplines simultaneously.

5. The formulation includes a more comprehensive set of constraints, design variables

and alternative objective functions than structural synthesis programs such as TSO,

FASTOP or ASTROS.

The effectiveness and computational efficiency of this synthesis capability when

applied to the multidisciplinary optimization of a lightweight fighter is depicted in Fig. 2.

For this case the computing times, number of design variables, and constraints are shown

in Fig. 2. Such a problem has 40 design variables and over 3000 constraints. The combined

computer time for one analysis, and sensitivity analysis is about 6 min of CPU time. The

number of analyses for a converged optimal design N" is between 10 and 20. Thus multidis-

plinary optimization of practical airplane fighter wings is feasible because it requires

between one to two hours of CPU time.

The synthesis capability which has been-described above, is limited to the subsonic

flow regime. Another important contribution made in the course of this research contract
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was -the extension of the aeroservoelastic analysis capability to the transonic flow regime.

Obviously such an analysis capability, which is computationally efficient, is a prerequisite for

extending this synthesis capability to the transonic flow regime, in which all modern fighter

aircraft must operate.

The description of a transonic adaptive aeroservoelastic analysis- capability based

approximate unsteady time domain aerodynamics is presented in Refs. 8 and 9.

References 8 and 9 describe the development of a digital adaptive controller capable

of suppressing flutter in composite wings under time varying flight conditions in subsonic and

transonic flow. The wing-structure is modeled using the modeling capability such as that

described in Ref. 1. A new transonic unsteady aerodynamic approximation methodology is

developed which is computationally efficient and- particularly suitable for transonic

aeroservoelastic applications. This approximation is based on a combination of unsteady

subsonic aerodynamics with a transonic correction procedure. The transient response of the

aeroservoelastic system is obtained using Roger's approximation for converting frequency

domain aerodynamics into the time domain, state transition matrices, andan iterative time

marching algorithm. The aeroservoelastic system in the time domain is-modeled using a

deterministic-ARMA model together with a parameter estimator. This approach enables

one to compute the aeroelastic flutter boundaries in the time domain. This analysis

capability was compared with experimental data, obtained at NASA Langley, and good

agreement with experimental data was noted for the low transonic Mach number range.

The linear quadratic controller gain, for the digital flutter suppression system, at each

time step is obtained using an iterative Riccati solver. The digital adaptive controller is

robust with respect to the unknown external loads. Flutter and divergence instabilities are

suppressed simultaneously using a trailing-edge control surface and displacement sensing.

Acceleration sensing alone is inadequate for suppressing static instabilities such as

divergence.
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The most important accomplishments of this research [8,93 were:

1. This study represents the first application of adaptive optimal control methodology

to active flutter suppressions in transonic flow.

2. Development of a computationally efficient aeroservoelastic analysis capability in

transonic flow which is suitable for incorporation in a general integrated

multidisciplinary wing design synthesis capability such as that described in Refs. 2

through 7.

During the course of this research contract two graduate students (Dr. Eli Livne and

Dr. C. Pak), who were fully supported by the contract, have received their Ph.D. degrees.

It is evident from the forgoing that this research contract has been quite fruitful. In

addition to the substantial productivity represented by published research results, this

program has produced truly significant and original contributions to the state of the art. It

has also provided intellectual stimulation and educational enrichment for the graduate

students affiliated with the program. It is our earnest hope that the new ideas that have

grown out of this research activity will significantly influence future design practice in the

aerospace industry.

REFERENCES

1. Livne, E., Schmit, LA., and Friedmann, P.P., "Design Oriented Structural Analysis
for Fiber Composite Wings," UCLA Report UCLA-ENG-88-36, November 1988.

2. Livne, E., "An Integrated Approach to the Optimum Design of Actively Controlled
Composite Wings," Recent Advances in Multidisciplinary Ana,5,sis and Optimization,
NASA CP-3031, 1989, 897-918.

7



3. Livne, E., Schmit, L.A., and Friedmann, P.P., 'Towards Integrated Multdisciplinarn
Synthesis of Actively Controlled Fiber Composite Wings," Journal ofAircraft, Vol. 27,
No. 12, December 1990, pp. 979-992.

4. Livne, E., Schmit, L.A., and Friedmann, P.P., "Exploratory Design Studies Using an
Integrated Multidisciplinary Synthesis Capability for Actively Controlled Composite
Wings," AIAA Paper No. 90-0953-CP, Proceedings of AIAA/ASME/ASCE/AHS/
ACS 31st Structures, Structural Dynamics and Materials Conference, Long Beach,
CA, April 1990, pp. 97-109 (modified version accepted for publication in the AIAA
Journal, December 1991).

5. Livne, E., "Integrated Multidisciplinary Optimization of Actively Controlled Fiber
Composite Wings," Ph.D. Dissertation, Department of Mechanical, Aerospace and
Nuclear Engineering, University of California, Los Angeles, August 1990.

6. Livne, E., Friedmann, P.P., and Schmit, L.A., "Studies in Integrated Aeroservoelastic
Optimization of Actively Controlled Composite Wings," AIAA Paper No. 91-1098-CP,
Proceedings of AIAA/ASME/ASCE/AHS/ACS 32nd Structures, Structural
Dynamics and Materials Conference, April 8-10, 1991, Baltimore, MD, pp. 447-461
(modified version submitted for publication to the Journal of Guidance, Control and
Dynamics).

7. Livne, E., Schmit, L.A., and Friedmann, P.P., "Integrated Structure/Control/
Aerodynamic Synthesis of Actively Controlled Composite Wings." paper submitted
to the Journal of Aircraft.

8. Pak, C., Friedmann, P.P., and Livne, E., 'Transonic Adaptive Flutter Suppression
Using Approximate Unsteady Time Domain Aerodynamics," AIAA Paper No. 91-
0986-CP, Proceedings of AJAA/ASME/ASCE/AHS/ACS32nd Structures, Structural
Dynamics and Materials Conference, April 8-10, 1991, Baltimore, MD, pp. 1832-1854.

9. Pak, C., "Adaptive Active Flutter Suppression of Wings in Subsonic and Transonic
Flight Regimes," Ph.D. Dissertation, Mechanical, Aerospace and Nuclear Engineering
Department, University of California, Los Angeles, California, May 1991.

8



U) Cl) ci

E "
fo -C QV

0~ (f -

0 -

0 4

G 07

ccd

0C u>

03-

C

ES

<< C



RUN TIME FOR LIGHT WEIGHT FIGHTER

MULTIDISCIPLINARY ANALYSIS/SENSITIVITY
ACHIEVED WITH CAPABILITY DEVELOPED UNDER THIS AFOSR CONTRACT

CPU Times on UCLA IBM 3090

Problem Size: 40 Design Variables
3222 Constraints

Analysis Run Time: 40 secs "1 Total: 6.5 min
Sensitivity Analysis Run Time: 350 secs )

Optimization

Objective Initial Design
Function

Optimal
Design

Number of Actual Analyses N

The Importance of Approximation Concepts

Optimization Via Opth-nization Via
Approximation Conventional

Concepts Math Programming

N* 10 - 20 4000 -*-6000

CPU hours 1 -2 433 - 650

Multidisciplinary cannot be done
Optimization cnbd

FIGURE 2
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Towards Integrated Multidisciplinary Synthesis of Actively
Controlled Fiber Composite Wings

E.-Livne,* L. A. Schmit,t and P. P. Friedmannt
University of California, Los Angeles, Los Angeles, California 90024

Tbe syniles of actively controlled composite wings Is formulated as a miltidisciplinaryoptimization
problem. A unique Integration of analysis techniques spanning the dbciplines of structures, aerodynamcsa, and
contols is described. A rich variety of behavior constraints can be treated including stress, displacement, control
surface travel and hinge moment, natural frequency, aetroservolastlc stabUity, gust rsponse, and handling
quality constraints, as well as performance measures in terms of drag/lift coeffkents, drag polar shape,
required load factor or roll rate, nd wing mass. The design space Indudes a simultaneous treatment of
structural, aerodynamIc, and control system design variables. The paper sets the stage for multldisciplInary wing
optimization by describing the capabilities and discussing the accuracy of the analysis and rlated behavior
sensitivity analysis. Applicablity of approximation concepts to the muitidisciplinary optimization problem is
examined by studying typical aeroservoelastic stability, gust response, and performance-related constraints. The
computational efficiency of the combined analysis and sensitivity as well-as the quality of key behavior
constraint approximations Indicate that single-level optimization of composite, actively controlled practical
wings is within reach.

Nomenclaure (R) =aerodynamically modified stiffness
c. a.. ..o, = coefficients of the numerator polynomial matrix in aeroservoelastic analysis

in a sensor-transfer function (see Fig. 3) (M] =mass matrix
(A ].[B].(C),[DJ = Linear time invariant (LTI) state space [A] -aerodynamically modified mass matrix in

equation matrices aeroservoelastic analysis
[.91 = state space system matrices in MS =mean square value of response to gust

standard form MS0  reference mean square value of gust
b = aerodynamic lag terms response
b = aerodynamic gu'st lag terms nACT =number of actuator states
b --control law transfer- function numerator nAER =number of aerodynamic added states

coefficients nco number of control law states
co. cl...c. = coefficients of the denominator n' =number of control surface degrees of

polynomial in a sensor transfer function freedom (DOF)
(see Fig. 3) nG =number of gust filter states

IC)_ = damping matrix n, = number of structural DOF
[ l] = aerodynamically modified damping rsE = number of sensor states

matrix in aeroservoelastic analysis nays - number of aeroservolastic states
d, = transfer function denominator N = number of Roger lag terms

coefficients N = number of Roger lag terms added for gust
eo, -,...em = coefficients of the numerator polynomial P = any design variable

in an actuator transfer function (see ( P) = load vector
Fig. 3) [Pi]-IP61 = minimum state or Roger approximation

IEJ.IFJ.IGJ,(HJ = aeroelastic system matrices matrices
fo, A ...fA = coefficients of the denominator {q = generalized displacements

polynomial in an actuator transfer qJ} = control surface deflection
function (see Fig. 3) qD =dynamic pressure

F(X) = objective function (q(s)I =the vector of Laplace transformed
I: I = vector of behavior constraint functions generalized displacements
G, =-aileron gain (see Fig. 7) 1Q0(s)) =the Laplace transformed gust vector
(K) =stiffness matrix [Q(s)J =generalized aerodynamic force matrix

= aerodynamically modified stiffness IQ.) = white noise intensity matrix
matrix in maneuver load analysis r') = aerodynamic added states

IrG1 = aerodynamic gust added states
s = a +iw = Laplace variable
S = reference area

Preswnied as Paper 89-1268 at the 30th Structures, Structural Dy. t = skin thickness term
narnucs. and Materials Conference, Mobile, AL, April 3-5. 1989; (u I =vector of control surface excitations [see
received Aug. 9, 1989; revision received April 1, 1990; accepted for Eq. (39))
publation April 18. 1990. Copyright 0 1989 by E. Livne. Published U. = flight speed
bY the American Institute of Aeronautics and Astronautics, Inc., with w =fwht senpp .,ssonw = white noise input
per mwssion,

*Graduate Research Assistant. Student Member AIAA. we = vertical gust velocity
'Profesor of Engineering and Applied Science. Fellow AIAA. WG (s) = the Laplace transformed vertical gust
:Professo and Chairman. Associate Fellow AIAA. velocity
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* [UJ,[VJ,[WJ_ aeoservoelastic system matrices aeroelastic stability design problem is given in Ref. 76. Para.
;X }= state vector metric studies reported in Refs. ' 'and 78 further highlight the
X = vector of design variables importance of multidisciplinar design considerations for
[XJ =state covariance matrix practical fighter wings. An integrated approach to the opti-
y =output mization of airplane configuration and control system %as
5, -input command to an actuator presented in Refs. 79 and 80 using simplified mathematical

- structural response transformation models. However, the application of modem optimization
matrices techniques to wing design involving a diverse mix of con-

= equivalent viscous damping straints based on analyses from several disciplines (structures,
0 reference equivalent viscous damping structural dynamics, aeroelasticity, aerodynamics, control,

handling qualities) has not yet been treated in a comprehensive
Subscripts and realistic manner.
0 = reference value The purpose of this paper is 'o outline a unified framework
ACT = actuator for multidisciplinary wing synthesis. It contains a description
CO -control law of a set of techniques for analysis and behavior sensitivity
c -control surface analysis of actively controlled fiber composite wings, which
o = gust will facilitate integrated design optim~ization. Several aspects
s -structural DOF of structural, aerodynamic, and control system modeling are
SE = sensor discussed. Computational efficiency and accuracy of approxi.

mations for a rich variety of behavior constraints are exam-
Superscripts ined. The paper lays the foundation for the application of
G = gust approximation concepts and optimization techniques to prac-
L = lower bound tical control augmented-aeroelastic wing design.
U = upper bound

The-Complexity and Multidisciplinary

Introduction Nature of Wing Design
i ntroduction oThe set of wing design descriptors, whose elements consist'1'HtE ntrductinac-trive- c-otrlanchnolog 2 esiand - of preassigned parameters and design variables,- is shok n in

-posite structural tailoring'" to airplane wing design dur- Fig. 1. Discussion is limited to wings operating in the sub-
ing the last 15 years requires a re-examination of the design
practice followed in the past, which was based on a sequential,
compartmented approach. r F.s A.

Using the sequential approach, undesirable interactions be-
tween disciplines, which were not taken into account properly
during wing development, have resulted in expensive, some- %rorz Gxen s. CMiA U.TE GAISS TPAt6'T C

times lengthy, modifications and fixes.' 2-2 6 At the same time rAeO (AREA.T"CKESS, e..wiO. fV,:"Os
there has been a growing recognition of the potential improve- OR PF ,ASCS-.
ments possible when an integrated multidisciplinary design P,,MVEAS)

and syntheds approach is followed, in which all relevant disci-
plines are considered simultaneously.' 7" 9  w ,M*oSAPE fAFW 9*,, Ocoe:

Three decodes of extensive research and development have OUGU (SwEEP A) TAPER aS'AP AR TAPE T1 ert

made optimization techniques widely accepted in every major QLTAs= R5Ot) A, P.Y A A°" PJ47o0.

discipline needed in wing design synthesis. 2 Structural synthe O.A

sis has matured in the last decade and has already been used to _ _ _ _ _ ___ _

size complex structures under various static and dynamic be-
havior constraints including flutter and static aeroelastic con- TQaftQQC. u oaaSsOF IM A F. o .,.OFETE .a.
straints.21-' Research carried out during the last 20 years on W SPAM PLY ALE, a s-TL-,,M

control system design, active flutter suppression, and gust
alleviation has produced several alternative implementations
of optimization to active control synthesis practices.39 "0 In the Fig. I Hkmarcb of deiga descriptors in %ing s)nibesis

aerodynamic field, optimization has been used to synthesize
wing camber, cross section, and planform to achieve desirable PIA
aerodynamic characteristics and performance." 58 'A.,,

The growing confidence in modern analysis techniques and PUN:Ts

disciplinary optimization has led to a departure from conven-
tional designs. It has become apparent that multidisciplinary OMWA AM OA&,O.E

interactions must be taken into account to prevent failure and fPU RA . TC"ACTOR
to extract maximum benefits from the design freedom offered

by a truly integrated approach. During the last decade, control
augmented structural synthesis has emerged as an important [
research area.1g' Initial results, for wing design, have been
recently reported emphasizing the multidisciplinary struc-
tural/aerodynamic synthesis of wings. 61-1 An initial study of m --.u-
the aeroservoelastic optimization problem, namely the simul- -_r_&

taneous synthesis of wing structures and their active control
systems, was also reported recently.72 Methods for control law t7.,sEs -wcJc o O 0 s Ca.--,
and control system performance sensitivity analysis with re- Nm,; PAI-s W , ,+hs =c. WX -MR
specd to structural and control system parameters have also c p o:W.U h'P-,

been reported in recent years as a precursor to the application W %.OADCL R c-

of multilevel decomposition techniques for design optimiza- Fit. 2 impoumt bekasylor twft in Skaidncihia wn sy,.
tion2. ' An approach to the integrated handling qualities/ tbesis.
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sonic to low-supersonic flight speeds, so that thermal effects introducing balanced analysis and design optimization models
can be neglected. A given set of design descriptors completely that capture essential behavior characteristics, without making
defines a particular wing design. Which of the descriptors will the integrated multidisciplinary design optimization task in.
be preassigned parameters and which will be used as design tractable.
variables depends on the level-of application for optimization The integrated optimum design capability outlined here Is
techniques in the hierarchy describedin Ref. 22, namely, based on modeling and analysis techniques for the required
whether the design space includes sizing, configuration (ge. disciplines, which-are consistent with each other in terms of
ometry), or-topological design variables. The set of behavior accuracy-and efficiency and, thus, lead to a balanced treat.
functions, from which constraints aud objectives will be se- ment of practical wings. In the structures area, a rather gen.
lected, can be divided into two categories (Fig. 2). Primary eral equivalent plate analysis," which builds on the basic ideas
(system level) behavior functions are those performance mea- underlying the Aerodynamic Tailorin3 and Structural Opti.
sures that determine the overall quality and competitiveness of miz,.ation;(TSO) computer code'a.,. and incorporates addi.
the wing. Secondary (subsystem level) behavior functions are tional recent developments due to Giles,9" ,1i is used. The
the behavior functions that must be taken into account during equivalent plate approach for structural modeling of low as.
the design to guarantee the prevention of failure in all possible pect ratio wings has been known for many years. It was Giles,
failure modes and to introduce known constraints on subsys- -however, who showed that, using-pre ,nt day computers, a
tem performance. These are the means necessary to achieve singl, high-order power series can be used for approximating
the overall design goals and should ideally be "transparent" displacements over wing planforms made of several trape-
compared with real design objectives, although sometimes zoidal segments to obtain accurate stress as well as displace.
there can be-strong correlation between a secondary behavior ment information. Stresses in spar and rib caps can be calcu-
and a primary behavior function (e.g., mass and airplane lated in addition to composite skin-stresses. Configurations
performance). made of several plate segments attached to each other via

The impoitance of multidisciplinary interactions in wing springs accounting for attachment stiffness and actuator stiff.
design is evident from Figs. I and 2. Structural topology, ness can be analyzed to simulate wing/control surface config.
shape and sizing; control system topology, control law trans- urations. The simplicity of manipulating simple po~ker series
fer= function order, and gain values; as well as aerodynamic leads to analytic rather than numerical integ.ation for the
configuration layout, jig shape, and control surface deflec- ma.,s and stiffness expressions. With the careful organization
tions in maaneuvers all interact to achieve desired wing perfor- of computer storage space and ordering of calculations, major
mance while ensuring structural integrity, aeroservoelastic sta- savings in computation times and core storage requirements
bility, ride comfort, and good handling qualitiesY82-93  can be achieved.

The design synthesis problem can be cast in a mathematical In the-work described here, the equivalent plate structural
programming form: analysis documented in Ref. 98 is integrated with the Piece-

wise Continuous Kernel Function Method (PCKFM) devel-min Ixi F(IX) (1) oped by Nissim and Lottati for lifting surface unsteady-aero-

sat. 1)S1 ~dynamics.101 - °0 Lifting surface unsteady aerodynamics 1S. 10

has served as the basic aerodynamic modeling tool for the

xI 1 .5 (flutter analysis of airplanes since the 1960s. The PCKFM
To Icombines:the power of the doublet lattice method in dealing

To overcome the inherent complexity and to address the with pressure singularities with the accuracy and speed of the
computationally intensive nature of this problem, two ap. kernel function method. Extensive numerical experimentation
proaches have been suggested in the literature. The first ap. has demonstrated'01 that PCKFM is-accurate and converges
proach is based on the application of multilevel decomposition rapidly. For configurations involving control surfaces, it can
techniques -- mbined with existing tools for detailed analysis take narrow gaps into account, is faster than lattice methods,
and sensitivity analysis for each of the disciplines. 9'." The and is more accurate in the calculation of control surface
second approach seeks to gain some insight into the nature of hinge moments. Thus, it is particularly suitable for calculating
the problem by using highly simplified mathematical models the generalized unsteady air loads (on lifting surfaces made up
or simple airplane configurations for structural, aerodynamic, of wing and control surface elements) that are needed for
and control system analysis. 7

1
.
10 active flutter s:ppression and gust alleviation studies.

The combination of modern cquivalent plate structural
modeling and PCKFM lifting surface aerodynamics is thought

Modeling Considerations to be adequate for the preliminary design of airplane wings
and for the exploratory venture into multidisciplinary practi-

Struc'lund and Aerodynavmi Modeling cal wing synthesis. In addition to a reliable prediction of
In Ref. 20, Ashley points out that a considerable part of the flutter results and static aeroelastic effects, useful hinge mo-

research done on wing optimization has been based on models ment'06 and induced drag predictionsC'.i6 can be expected for
that are "a long way from the complicated, built up lifting subsonic and supersonic small angle-of-attack flight. The
surfaces of real aircraft with their multiple design criteria and analysis is adequate for addressing flight stability and control
constraints." He warns that "very undesirable consequences problems of the elastic airplane.0 9 Its aerodynamic predic-
can result from the omission or careless handling of con- tions might be improved by using correction factor techniques
straints," and this warning is particularly relevant for mul- if any measured data are available.
tidisciplinary synthesis, where only limited experience existsto guide the designer, and intuition may sometimes be Finlite-Dimesloaal State Space ModeHalS of Uasi edy Aerodyun la
misleading. It is suggested in the literature that aeroservoelastic stability

The prevalent structural beam/aerodynamic strip models analysis can be successfully based on the p-k method using
used for basic research in aeroelasticity are often inadequate generalized aerodynamic force matrices computed for simple
when it comes to synthesizing real wings.9S.W More realistic harmonic motion.31.1'0 However, when the optimization of the
models are needed. At the same time, detailed finite element design for aeroservoelastic stability is addressed and modern
models and Computational Fluid Dynamics (CFD) aerody- control techniques are to be implemented, it is necessary to
namic techniques are still computationally too expensive to cast the aeroelastic equations of motion in Linear Time In.an-
use within the inner loop of a multidisciplinary synthesis ap- ant (LTI) state space form. It then follows that some approx-
proach. Thus, it is necessary to bridge the gap between the imation of the unsteady aerodynamic loads in terms of ratio-
highly idealized and the very detailed modeling alternatives by nal functions of the Laplace variable is needed.
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The method of Roger"' has been widely used for finite-di- addition to a balanced approach to analysis in terms of the
mensional unsteady aerodynamic loads representation during analysis techniques selected, we seek to keep a balance n Iel
the past decade. A series of aerodynamic stiffness, damping, of optimization by focusing at present on tizing-type design
epparent mass, and several lag terms is used to approximate variables in all disciplines considered (Fig. 1).
elements of the generalized aerodynamic loads and gust force
matrices over a range of reduced frequencies. A least-squares Structural-Design Variables
fitting procedure is carried out for each element of the ma- Figure 4 shows an airplane modeled as an assembly of
trice'. separately. flexible lifting surfaces. Each lifting surface is modeled as an

The minimum state method, developed by Karpelm' 2 and equivalent plate whose stiffness is controlled by contnbutions
recently studied in Ref. 113, is found to be attractive because from thin cover skins (fiber-composite lamintes) and the inter-
it hzm the potential for generating accurate approximations to nal structure (spar and rib caps). Wing sections are connected
unsteady generalized aerodynamic forces, while adding only a to each other via stiff springs (representing hinge stiffness at
small number of states to the mathematical model of the attach points) and flexible springs (representing the stiffness
aeroservoclastic system. It is based on an iterative fitting pro- of actuators and their backup structure). Each wing section
cess in which all terms of the generalized aerodynamic load can include several trapezoidal parts. Concentrated masses are
and gust force matrices are considered simultaneously. In used to model nonstructural items and balance masses.
comparison with other finite state modeling techniques, the The vertical displacement w of each wing section is approx-
number of s:ates needed in the minimum state method appears imated by a Ritz polynomial series of the form
to be smaller for the same overall accuracy of approxima- N,.

tion.1 3 This leads to a state space model of lower order, thus w (x,y,I)= , q, (t)xmt yR. (2)
reducing core requirements and computation time. ,o,

Considering the accumulated experience and fast generation where x and y are chordwise and spanwise coordinates respec-
of Roger approximations (resulting, however, in higher-order tively. The exponents m, and n, define the specific polynomial
mathematical models of the aeroservoelastic system) vs the series used. It can be a complete polynomial in x and-y or a
smaller-order mathematical models possible with the mini- product of polynomials in x and y (see Ref. 98).
mum state approach (with a relative lack of experience and The depth of a wing s.tction is given by a polynomial
time-consuming approximant generation as potential handi- NA

caps), it was decided to include both methods in the present h (xy)= E H, x"y" (3)
capability as available alternatives. ,-,

where the H, are preassigned parameters.
Control System Modeling Thickness distribution of a typical skin layer is represented

The integrated aeroservoelastic system is modeled as an LTI by
system. Since the number of sensors and control surfaces is N,
small in reai airplanes, the complex, high-order laws generated t (x,y) = E T, xV' (4)
by some multivariable control system design techniques are "'
avoided at this stage. A schematic block diagram of the ac- Rib and spar cap areas are allowed to ,ar, linearly along their
tively controlled aeroservoelastic system is shown in Fig. 3. length ?
Airplane motions (acceleration and angular rates) are mea-
sured by a set of sensors placed on the structure. The resulting A (7) = A0  n A (5)
signals are used as inputs to the control law block which
commands control surface actuators. The control surface mo- Wing stiffness and mass matrix elements are linear combina.
tions guarantee stability and desirable dynamic response of the tions of certain area integrals over the planform, hne integrals
complete system. over spar/rib length, and polynomial terms evaluated at

The control system is completely described by locations of points where concentrated masses are located or springs are
sensors and control surfaces and by the transfer functions of attached." The present equivalent plate modeling capabihty,
the sensors, control laws, and actuators. Gain scheduling can makes it possible to efficiently analyze combined wing box/
be adopted by assigning different control laws to different control surface configurations. A wing assembly and a canard
flight conditions. or horizontal tail may be attached to a fuselage (modeled as a

flexible beam or a flexible plate) to simulate complete airplane
Optimization Considerations configurations. The level of modeling detail can be selected

Design Variables independently for each section. Therefore, the degree of detail
Shape design variables have already received considerable used to model control surfaces for analysis and synthesis is not

attention in wing optimization studies.67-7i.8 ., °.ts However, in limited, as is the case of the TSO code.
At the present stage of research, structural topology, shape,

5,nsors Control Laws and material properties are preassigned; however, skin-layer
- -- ",'",- ------ I ---- -." , - fiber orientations are available as design variables. For skin-

X I

Structura I. . control

resPonse commands
L .- -- -------- Actuaors

cmposite 

skin

q isti exc a lon .. .s e b o d . sp o e s , ts
Fit 3 F.,atk airplane coistrol system block diagram. Fig. 4 Airplane as an as:gmbl) of ecialy'k'.st ples.
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layer thicknesses [Eq. (4)] the coefficients of the thickness ing-edge suction (separated flow at the leading edge) or a
power series serve as design variables. This guarantees smooth combination of these29.3) are available.
thickness , ariation for each layer. For spar and rib cap areas With the integrated analysis capability that has been dee.-
(Eq. (5)], two coefficients are used as de, 'gn variables for each oped, the following behavior functions can be evaluated. elas
spar or rib. Concentrated masses at preassigned locations and tic displacements; elastic twist, spar/rib cap stresses. sk.r.,
spring constants for linear and rotational springs can also be combined stress failure criteria"1 4 ; natural frequencies, real
treated as design variables, and imaginary parts of aeroservoelastic poles; rms values of

random control-surface rotations-and rates due to gust; rms
values of sensor measurements in gust; total mass; lift and

Aerodynamic and Control System Design Variables drag coefficients; control surface rotations; and hinge mo-
Wing cross section, aerodynamic planfurm,and topology ments in maneuvers. It should also be noted that roll rate or

are-preassigned here. Performance and loads in quasistatic load factor at a particular altitude and Mach number can be
maneuvers can be influenced by designing the jig shape (initial treated as design variables; therefore, they can be maximized
camber) of the wing and by proper deflection of leading-edge or constrained.
and trailing-edge control surfaces. The initial camber of the Control surface effectiveness is not addressed directly at this
wing is given by a series stage. The synthesis emphasizes sustaining a desired roll rate

or load factor while keeping hinge moments, control surface
N.. deflections, and stresses within allowable bounds.

wO(x,y, t)- q,(t)xmy' (6) Aeroservoelastic stability is guaranteed-by providing ade.
" quate damping at each flutter critical aeroservoiastic pole

where the powers m, and n, are identical to those in Eq. (2), throughout the flight envelope.'" Handling qualities can be
and any subset of the coefficients qO can serve as design preliminarily addressed via inequality constraints on the aero-
variables. The deflections of control surfaces for each distinct servoelastic pole locations (e.g., short-period root placement)
maneuver point are also available as separate design variables, and pilot-seat acceleration due to atmospheric turbulence.
Thuer ontl stem dsin avariables atparthe loestlevelirte. The control surface deflection needed for trim and overallThe control system desgn variables at the lowest level in the performance in a givenmaneuver and its rms activity due to

hierarchy (analogous to sizing) are the coefficients of numera- p
tor and denominator-of control law transfer functions. Con- gusts can be combined to ensure that no saturation occurs.
trol-surface locations, sensor locations, topology of the con- Any of the behavior functions or theircombiations can
trol system, and order of -numerator and denominator serve as objective functions. Possible alternatives are mass,drag (to be minimized), steady roll rate, lift-to-drag ratio (to
polynomials in the transfer functions are preassigned. It is also be maximized), or a combinationof these.
assumed that sensor and actuator transfer functions are preas- be riiedo a cmbitnoftese.
signed, although the formulation is sufficiently general so as
to allow the treatment of their numerator and denominator havior functions for wing design synthesis Thus, the imterac-
coefficients as addiional design variables. tion among structure, control, aerodynamics, handling quali-

The set of design variables treated spans three disciplines, ties, and airplane performance can be taken into account in an
namely structures, aerodynamics, and control. The design integrated manner.
space is thus opened up to include sizing level design variables
from all three disciplines simultaneously. Approach to Integrated Optimization

Once the preassigned parameters, design variables, failure
Behavior Functions modes, load conditions, and objective function are selected,

In order to provide for a rich variety of constraints and the integrated optimization problem can be cast as a nonlinear
alternative objective functions, the following analysis capabil- programming problem having the form of Eq (I)
ities are included. The nonlinear programming approach combined with ap-

1) Static "maneuver load" analysis (static aeroelastic de- proximation concepts (NLP/AC approach) has proven to be
flection and stress calculations for the elastic airplane in ma- an effective method for solving structural synthesis prob-
neuver). maneuvers include symmetric pull-ups (defined by lems,21,22 and here it will be adapted to the m.tidisciplinary
Mach number, altitude, and load factor) or steady rolling design optimization task. In this method -relatively few de-
maneuvers (defined by Mach number, altitude, and roll rate). tailcd analyses are carried out during optimization. Each anal-
In addition to elastic deflections and stresses, the control ysis and the associated behavior sensitivity analysis serve as a
surface deflections and hinge moments needed for the maneu- basis for constructing approximations to the objective and
vers are calculated. constraint functions in terms of the design variables. Thus, a

2) Static "given loads" analysis (static deflection and stress series of explicit approximate optimization problems is solved
calculations for the cantilevered wing under a set of prescribed converging to an optimal design.
loads), the loads are assumed independent of the structural The main advantage of the NLP formulation is its general-
design and do not change in the course of wing synthesis. This ity. No a priori assumptions have to be made about the set of
option is important for cases where linear aerodynamic theory active constraints at the optimum Given an initial design, a
is inadequate, forcing the use of experimental data. local optimum is sought using mathematical programming

3) Natural frequency and mode shape analysis. natural fre- techniques. Thus, it is especially suitable for multidisciplinary
quencies and mode shapes are obtained for different sets of optimization, where the problem is large and complicated and
btndary conditions (this facilitates generation of separate past experience does not provide much intuitive guidance
symmctric or antisymmetric modes). However, for the NLP approach to be practical, it is crucial to

4) Aert,.-rvoelastic stability analysis. poles of the control- avoid too many detailed analyses. Success in this regard de-
augmented aii.lane are calculated for different level flight pends on efficient analysis.'sensitivity calculations and on
conditions (defined by specifying Mach number and altitude). making the explicit 4pproximations of objec:ive and con-

5) Gust response ana;,sts. root-mean-square (rms) values of straint functions robust ), t simple enough for efficient solu-
control surface rotations aid rates and rms values of selected tion.
sensor measurements due to cc,.:!inuous atmospheric turbu- The use of analytic behavior sensitivities and the construc-
lence are calculated for different flight conditions. tion of robust approximations for behavior functions in term.

6) Drag analysis. induced drag is calculated for the elastic of the design variables are at the heart of the NLP AC ap-
lift distribution during maneuvers. Drag values assuming ei- proach. During the past two decades, approximation tech
ther full leading-edge suction (fully attached flow) or no lead- niques for static deflection, stress, and natural frequency con
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straints -have been studied- extensively and are now well The finite-dimensional -approxirmation to the Laplace trans-
established. Several-methods-for divergence and flutter con. formed generalized unsteady loads using the Roger ap-

* straint treatment have been-developed, but no experience has proach"".13 is of the form
been reported with-the aeroservoelastic poles of an actively

- controlled airplane,-the rms of the response to-random gusts, 1.N, S
or hinge moments of a flexible control surface on an elastic [Q(s)] =s 2 [p +s[P21 + [P3] + IPI A) ( )
-wing. It should be pointed out that in maneuver load analysis I (s + bl)

the loads acting on the airplane are functions of the design
variables via static -aeroelasticity as well as through inertial In the minimum state method," 2 '"the functional dependence
effects. The right- side (P ) of the matrix equation of the-generalized aerodynamic force matrix on the Laplace

variable is approximated-by a rational expression of the form-

(wherekRis a stiffness matrix-modified by aerodynamic terms [Q(s)]= (P,]s2 + [P2ls + [P3]+ [P4 [s(J-IPsJ]'(Pis (12)
corresponding to structural and control surface-motions) thus
depends- on the structural design variables, -whereas in the The finite-dimensional Roger approximation of the Laplace
classical given loads analysis, the right side (P )is fixed. Thus, transformed generalized -unsteady gust loads used-is of the
the success of approximations using reciprocal variables (Ref. form
116) for stress and static deflection in static analysis is not
guaranteed in maneuver load-analysis, and alternative approx. I-N" s
imations have to be carefully examined. [Qo(s)] =siP C] + [P3a 

+ [PG 1 (13)
Some aspects of maneuver load and drag -analysis- have i (s + b )

already been discussed in the-literature within the framework
of integrated wing optimizaiion. 29 

33,',6,70 In the following we The minimum -state approximation used -for the gust load
will, therefore, focus on the aeroservoelastic and gust response vectoris
analysis and behavior sensitivity calculations. (Q0 (s)] = [pls + IPfc' + [pc])[sill - IP,+J" ~1 J 1)

Aeroservoelastic Analysis (Note that the notation 1P] is used to denote matrices associ-
As pointed out in Ref. 117, all time-dependent phenomena ated with unsteady aerodynamics finite-dimensional state

of the elastic airplane are governed- by a universal set of space approximations. However, the matnces [PI] and [Pc)
equations of motion, wherein only the right side (representing (124) have different meanings depending on whether the
the input) varies in proceeding from one phenomenon to the Roger or minimum state approximaton is used.)
next. Indeed a measure of multidisciplinary integration of Partitioning the a prodynamic matrices associted wth
analysis techniques, concepts, and terminology is needed even structural DOF according to Eq. (9) leads to a Roger approx-
before multidisciplinary optimization is addressed, imation of theform

Several steps in this direction have been taken in the
past.1' 8-12l However, almost 20 years after the publication of [Q (s),Qs(s)=s[p(,pf +slp 21 + [psJ,pp1
Ref. 118, still no particular approach to the dynamics of the

deformable airplane is universally accepted. The analysis here S,
for time-dependent problems is based on the widely used set of + ( ISP) 3 -  ] 31
linearized equations for small perturbations of elastic airplane .i (s + b)
motion with respect -to constant speed, level flight.122-127 Al-
though perturbations ii. the longitudinal direction are not and to a minimum state partitioned approximation of the
taken into account at this stage, the analysis is adequate for form
addressing basic stability and control as well as aeroservoelas-
tic problems of highly augmented airplanes in the context of [Q(s)] = 1pgs2 + [P(1s + [P1 + [PJsl -P5]" -[P6.1s (16)
preliminary design.89

Aeroelastlc Model [QM(s)] = [Ms2+ [PPS + IPP + [PI[Sl -P5) 9S (17)

Assuming small perturbations from a steady level flight, the In the above expressions, [P1],P 2 ",[P,' are aerodynarruc
Laplace transformed equations of motion for the elastic air. apparent mass, damping, and stiffness matrices, rspecti'el).
plane are Their dimensions are (n, x n,). [Pj'],[PPf,[Pf are aerody-

namic apparent mass, damping, and stiffness matrices, respec-
(MIS2 + [C~s + [K) I (q(s)} Lively, associated with the coupling terms between control

w0 (S) surface and structural motion. Their dimensions are (n, x n,).
-qDS[Q(s) (q(s)I = qDS [Q(s) ) (8) Aerodynamic states are now introduced as follo'ks. For the

U.. Roger approximation

The vector of displacements can be expressed in terms of n,

structural response DOF and n, control surface deflections: ItA(S)l Pt + 3 , [  v P
- - qPj (18)

lq=1()(s-+-b 1) t.qe

lrP(s)l= = {~ +'l)19

and the equations of motion corresponding to the structural (s +bf), (

DOF are partitioned accordingly to yield Aerodynamic states for the minimum state method are in-

I IMjs'+ (C.Js + IK)]I (q, I + (I[M,,Js2+ (Cx]s troduced as

+ K.) I lIq, I -qDS[Q(s)IqI IrA(3) 1= [s[l]-[P 1)]P, "I [P.Pas 3 (20)

- qDS(Q,,(s)] I I q I =- - S (Qa,(s)Iwa(s) (10) 1r.'(S)I = [S I ING)Jh 0 (S) (21)
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Thus,-in the Roger approximation, the state space equations- formulation of this problem, the feedback expression relatng
for-the added aerodynamic states associated with structural the-control surface motion lq,(s)l to the structural motions
deflection are qq,(s)l, (sq(s)l, (s2q,(s) is used to close the control loops.

sr (s)l= -bAlr (s)} +[P'A.s(q,) +[Pt 3 slq,) (22) Control System
The actual displacements, velocities, and accelerations at a

and in the minimum state approximation set of points on the structure are given by
s rA(s)]= [Ps)(e (s)]+ P6s~q,(s) + P61s~q,(s) } (23) [sTR(S) = ([ "o-+ [4Oils+ [O zjslj q,(s)) (40)

Two vertical wind gust state space-models are available in The matrices 0, 01, 2 are determined by the location of
the literature for random gust response calculations. These are measurement points on -the structure. Actual structural re-
the Dryden .6 model and any rational approximation to the sponses are measured by a set of sensors whose output signals
von-Karman 'Z3 .' model. In both cases a gust filter, repre- serve as input-to control laws. These control laws generate
sented-by a strictly proper transfer function, is used to trans- input commands (6) to the actuators. The n, commands, 6,,
form a Gaussian zero mean white noise input w into the are synthesized to serve as input to n, actuators.vertical gust speed w, with a given power spectral density and Atypical control law transfer function is given by
rms. A state space description of the gust input is thus of the
form 6i, b,,s"+ b _, s" . ..... + bo(41)

s[xG I= [Aolxo I+ IBG I w (24) ysEi s"+d-. 1  ..+.

where YSEI is the input signal to the control clement. The stale
wO(s) = [CG] (xG 1 (25) equations for a single control law are given by

s wo(s)=[CoIj[A0 G IJX +(Cc(BG I w (26)

If aerodynamically augmented mass, damping, and stiffness
matrices are now introduced-in the form I 0 -d

M. - qDSPs (27) S (Xco 1 0 1 d2  IXco) (42)

0. = C. - qSP? (28) .

9.=K.- qSP3" (29) 0 O - d,,1

R, M,, - qDSPs (30) j

6. C. -q SPw (31) do bo

IM=K.-qDSPf (32) + b I Ys5,

(KM and -C are zero)

and five subvectors of the state vector x) are defined as

{xs) = (q, (33)_ J L , -

x2 1 =s 1q, 1 (34) 6j= (000 . I J {xco + b YSE, (43)

xII = (x0 ) (35) where d, and bi are the transfer function denominator and
numerator coefficients. When all control laws are assembled,

x4 j = rA 1 (36) the multi.input multi-output control block controlling several
&iuators is "e2r:c~ented by

Ix1l = Irl (37)
;Ixcol = [Aco}lxcol + [Bco]lYsEI (44)

then after substitution of Eqs. (11-32) into Eq. (10), the
structural and unsteady aerodynamic part of the integrated {6) = [Ccol {xco I + [Dco] YsE 1 (45)
equations of motion can be written in matrix form as

Sensor and actuator transfer functions re assumed to have
s[ElJlx =F] lx) + 1G lu I + (H Iw (38) denominators of higher order than their numerators. When

several sensors are present, the state space model relating the
where (u I is a vector of control surface excitations sensor states lxs5 , the sensor outputs IYsEI and the actual

structural response IYSTR I is

(u I= sq r (39) s XsEI = [AsE) {XsE I + BsE] IYsTR 1 (46) 4
(s2q,)

lYsE I = [CsEIl xsE I (47)
while [E,(FJ,[GJ, and (HI are matrices whose elements de-
pend on structural, aerodynamic, and gust filter terms. Equa- The state space model relating the sensor states lXSEI, the
tions (38) are the Laplace transformed equations for the struc- sensor outputs Yse 1. and the actual response lys-t I is [see
tural and aerodynamic states. To complete the state space Eqs. (33), (34), (40), and (47)].
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S(XSE = IAsEIIXSEI + IBsEI(14'o] (xII product of the number of lag terms useJ to fit-the data (Eq.
(11)) times the number of structural DOF used;

+ [ [, (x2) + [42s) x2 ))- (48)
Dependence of System Matrices on tkc Design 'aables

The state space model of the actuators is given by Examine-the (E), [F), [G], andz[H] matrices of Eq. (38).
When augmented by the control system state space equations

s IXAcTI = [A cr)IXAcTI + [BACTJ{ 61 (49) for the control system states [Eqs. (44), (48), and (49)] and it
full-order- structural matrices are used (no modal reduction).

iq,I [I=CAC] (XAC1 (50) then each of these matrices is a linear combination of struc-
%I -tural, aerodynamic, and products-of control system terms.where (q, I is the-control surface deflection (assum ; The transformation matrix relating system states Ix I to con-

versible -surfaces). The matrices- [Acol, [Bco], [Dcr... I trol excitations (u [Eqs. (51-53)) depends only on control
IBsE], IAAC-T], and [BAc-r depend on the des-gn val-" *, - . system parameters (no modal reduction). Substitution of Eqs.
ciated with the control system through reiationr . . (51-53) into Eq. (38) shows that the-elemerms of the [U). IV],
Eqs. (42) and (43). Using Eqs. (44-50), the co:-.' s-rr, and I W) matrices of Eq. (157) are of the form
excitation vector (u ) (see Eq. (39)] can-now-be wp..,;s. .n
terms of-structural, aerodynamic, and control system s--.s as (S 1), +(A 1), + (Cl), + (S2)(C2), + (A 2),(C3), (59)
follows:

IqI = [CACTI[XAC) I The structural mass and stiffness-terms Si -S2 depend only
on structural design- variables, whereas the control system

sI q- 1= [CAr][A~cT (XACT) +ICAcT][BAcT][Cco]IXct m.s'trices Cl, C2, C3 depend only-on control system design
variables via the state space models-of actuators, sensors, and

+ [CACTI [BAcrI[Dco][CSEI XsE1 (52) control laws. Since wing cross section and planform shape arepreassigned-at present, when full-order stiffness and mass

S' I q, I = [CAcr]IBAcTI[Dco][CsE][BsE. matrices are-used, the aerodynamic terms associated with gen-
eralized unsteady loads and gust forces do not change with a

x (('1o 1 q, + [4 ,Js (q5) + [4 2Js2 ( q, ) change in-design variables. When moda' reduction is used to
reduce the-order of the system matrices, then a fixed modes

+ [CAcTIIAAc]I(XAcT) + [CAcT]([AAcT][BAcrI(Dco][Cs_] approach is -adopted here"10 resulting in fixed aerodynamic
terms for the modally reduced models also. Modal reduction is

+ [BAc'r[ICcoIBco][CsE] + [BAC'T]IDco]ICSEASE ) further discussed in the next section.

X [XsEI + [CAcTrI([AAcr](BAcTI[CcoJ Full-Order and Rediua-ed-Order Models
With -the equivalent plate approach, the structural model

+ IBACr[Cco][Aco]) IXco (53) may include a relatively small number of DOF w hen compared
to conver.,donal finite element models. These are generalized

Complete System displacement. associated with the Ritz polynomials. The gen-
The state vecwjr of the whole sysit', is partitioned into eight eralized aerodynamic matrices are calculatel for the same set

subvectors. The following subseci_ , 'e added to the five of Ritz polynomials used in Eq. (2). Thus, the aerosrvoela.sttc
which have been already defined in .=qs. (33-37). stability-analysis can be done with a full order model, irclu d-

ing the full-order mass, stiffness, and aerodynamic matrices or
Ix6) = (XACT X 1) (54) by order reduction based on a small number of normal modes.

If a Roger or-a minimum state approximation can be found
Ix7} = IXsEI(nsE X 1) (55) that will accurately fit the full-order aerodynamic matrices

with a small number of lag terms, then these approximation
Ix6I = IXcol(ncoX 1) -(56) matrices can be used in the aeroservoclastic stability analysis

even with modal reduction. They just have to be premultiplied
Assembly of the state space models of the structure, sensors, znd postmultiplied by the generalized mode shapes in order to
actuators, control block, and approximate unsteady load and have the appro,,mation to the modally reduced aerodynamic
gust aerodynamics leads to the closed-loop state space equa- matrices. Although the number of structural DOF might dif-
tions of- the complete system: fer significantly between full.-order~and modal analysis, the

number of aerodynamic states is-the same when both ap-
s[IU~(Xs)I=[VIx(s)j + (Wlw (5"7) proaches are based on the same minimum state approximation

to the full-order aerodynamic matrices. If the Roger approxi-
The order of the system is given by mation is used, the number of added aerodynami: srat* in-creases with any increase in the number of modes used for

reduction. This produces very large models when many modesnsys = 2 ns + nACT + rSE + rco + no + nAER (58) or a full-order analysis are used. Another possibility is first to
modally reduce the frequency-dependent unsteady aerody.When N lag terms are used, then ia the case of Roger approx- namic matrices using modes that are penodicall. updated

imation after a given number of4uaJysis/s-ns!itity Optimization cy-
cles. Then it might be possible to fit these reduced matrices

nAER=N1n +Nf using fewer lag terms than the number needed to fit the
full-order matrices. If a smaller number of lag terms can thus

and in the case of minimum state approximation be used, this will reduce the dimensions of the U, ' matnces
in Eq. (57), compared to their dimensionality in a modal

nAERN +NIP approach, which uses p:eenerated full-order aerodynamic
matrices. However, rather than preparing the full-order aero-The considerable saving in terms of added aerodynamic states oynamic approximntes onl) once before any symthes starts,

with the minimum state approach is now evident, since with in the latter case it would be necessary to generate actod:-
the Roger approximation ;he number of added states is a namic approximants each time the set of modes used ii a ba:-
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for modal reduction is changed during the synthesis. All of the The state space equations [Eq. (57)]are transformed into

modal reduction/unsteady-aerodynamic approximation-alter. standard-forn
natives described so far have been included in the present
capability. However, their comparative assessment is beyond S (x(s)] = (A](x (s)) + (Ef 1w(s) (62)
the scope of this paper.

When full-order aerodynamic matrices are-used, they are -Since only (q, 1, s (qc], and iysE) are considered, [Eqs. (47),
generated once for the Ritz functions employed in the struc- (51), and (52)), it follows that each output considered y, is
tural analysis, and they are invari;Lnt with respect to changes in given by
either structural sizing or control system design variables.
When modal reduction is-used, the-mode shapes are periodi- Yk = (C, }fix} (63)
cally updated after a given number of analysis steps and so are
the aerodynarmc matrices and their finite-dimensional rational where (Ck J is either constant or a function of control system
approximationm-Nevertheless, in eigenvalue sensitivity calcu, design variables.
lations, the dtrvatives of all reduced-order matrices are deter- The state covariance matrix is a solution of a Lyapunov's
mined using a fixed-mode approach."1 This might require the matrix equation'"in the form
use of more modes in order to obtain good sensitivity informa-
tion. In summary, the deriyatives of-the aerodynamic matrices [A][X] + [X][4]T= - (A } [Q.) (A }T (64)
with respect to structural or control system design variables
are-zero for the full-order case, and they are assumed zero for where [Q,,J is the intensity matrix of t%. Gaussian white noise
the reduced-order case. w. Sensitivity of the covariance matrix (X] with respect to a

The derivativr, au/ap 8 V/ap can be calculated analyti- design variable p is calculated by differentiating Eq. (64):
ca~iy for either!:'ructural or -control system dzsiliji variables

(p) by differentiting Eq. (59). The gust load vector -(W) 1.41 ] +depends only on gust filter and aerodynamic design variables, Op Op [r=p
and-therefore its partial derivative with respect to p vanishes. r AStability is examined by computing the eigenvolues of the X])OA( r_generalized eigenvalue problem: "J- 1 Ojt

AU(p)) ( =I [V(P) (0 (60) and finally the derivative of the (ms) 2 of yk is calculated by
differentiation of the covariance expressions based on Eqs.

Sensitivity of eigenvalues with respect to structural and con- (47), (51), and (52). It should be noted that
trol system design variables is given by

[ ou ov] tJ=tU-'[v) (66)

(61) I AI= [U]"'W I (6)

and
where €, and € are left and right eigenvectors, respectively.

Gust Response Analysis and-SensitIvity B ul-I - (U)- 1  (68)

In addition-to several publications addressing it i., the con-
text -of active control technology,5.5 ,' 9 airplane rtponse to from which it follows that
random atmospheric turbulence has already been discussed in
the context of structural optimization. 13 ',13 Here, attention is raol [ o v oU 1
focused on the rms values of control surface rotations (q, , I- (U) -' -AJ (69)
rates l 4, ),and sensor measurements lYsE . LOP ap Op

SIRUCIUAAL MODEL REAODYNMIC MODEL
(IOVIALENT PLATEI IPCKFM)

S MMI"TIP LOUNICIti ANDS WiHILE
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Fig. S ilitweit fithttr struct-raJ model. Fig. 6 ULbrwelght fighter scrodyaunsm mod.



COMMAND [AUO$ BKTVAiOA

(125152)? 20.

S* 2(.?7152i*. (52? 620

Fig. 7 lJghtweight fishier control system roll channel.

300- 200,

2.50- . o .- " - 0 - ,-

(521 2E -

0 0

NO.50] 
(14 -- -ED -

0

s - 2(.)(34) Fl ?I

217[5 ) 0507 
.- 00s

-0- (.25152 20
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and 136). The lightweight fighter model used here is intended to

illustrate the well-known YF-16 aeroservoelastic roll instabil.aA p=[U_,[W au 1 ity (Refs. 12, 13, and 135). Lack of sufficient data precluded
- -- A(70) a more refined simulation of the YF-16. However, the model~8P)ap ~used here is representative of a t,'pical fighter airplane and is

The Hessenberg-Schurmethod of Ref. 134 is used to solve quite complex in its detail.
both Eqs. (64) and (65). Note that after the analysis is carred Two mechanisms of instabilit,, similar to those encountered
out,-the matrices [,4], [, ]rare already reduced to Hessenberg in the YF-16, exist here. As the aileron -gain F,, (Fig. 7) is
and Schur forms. Therefore, the sensitivity calculations of Eq. increased, a 6.5 Hz instability appears associated with a mis-

(65)areequvalnt t adingrigt sies o E. (4).sile pitch mode. With a further increase of F,,. a second
instability appears at 3.5 Hz associated with the rigid.body roll
mode. Mach 0.9 aerodynamics for antisymmetric motion atNumerical Examples 20,000Oft is used in the stability calculations. Since the original

Actldy CntrlledLigtwdgt Fshie Tel Moeairplane is unstable at this paint, it is artifitialy stabilized hereStctral and aeoyaiLoesO ightweight Fiiterheterde by reducing the gain F,, and adding inherent damping. Stabil-
Struturl ad arodyami moelsof ligtweghtfigter ity of the model is necessary for studying gust response ap-airplane are shown in Figs. S and 6. The airplane is similar to proximations.

the Y'-F-16, and the construction of its mathematical model
was guided by Refs. 29, 135, and 136. It is different than an
actual YF-16. Vertical tail and ventral fins are not included. Results
The fuselage and horizoatal tail are assumed rigid. There is no The muhtidisciplinarys wing analysis/synthesis capabshot) de-
leading-edge flap The wing has a biconvex (about 4% thick- scribed here has been extensively, tested. Structural, aerod..-
hesS-to.chord ratio) airfoil. It is made of aluminum skins and namic, aeroelastic, and aeroservoelastic results have beenan array of-spars and ribs. A flexible aileron and a rigid tip compared with analysis/test data a~ailable from other
launcher/missile assembly are attached to the wing using sources, and overall good correlation oas found. The analytic
springs The configuration a~t~alyzed weighes 20,000 lb and is behavior sensit ,ities v, ere verified b> finite-difference senss-
statically unstable. tivity checks. Here we emphasize some of the basic issuesThe roll channel of the flight control system is shown in Fig. associated with the feassbiht) of appl)ang the NLP, AC ap-7. It is based on the YF-16 roll channel (Refs. 12, 135, and proach to truly integrated multchsciphnar) wing synthesis.
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These are the computational speed of analysis/sensitivity aileron hinge moment increases as aileron- effectiveness is lo,,
calculations and the robustness of behavior function approxi. due to a decrease in wing skin thickness in Fig I I. Aga 7. wi-.
mations. move limits of 30%, both linear and reciprocal approxirra.

-Parametric studies of the effects of design variable varia- tions work quite well. Based on the examples presented here.
tions on aeroser'oelastic poles are presented in Figs. 8 and 9. it is-expected that robust approximations can be constructed
Figure 8 shows the variation of the damping ratio r of the for constraints associated with a) deflection, stress. conro:
missile pitch mode with a typical structural thickness design surface trim angle, and hinge moment in given pull-up and foi
variable. In Fig. 9 the damping -varies with a typical control maneuvers and b) aeroservoclastic stability and gust respo- se
system design variable, the gain (Fp) (Fig. 7). In both figures limitations in-given level flight conditions Similar conside"
the design variable is varied over a wide range of values. In ations can be-expected to apply-to deflection and stress co-
practical optimization, move limits will be imposed on design straints in "given-load" load conditions as well as na'ua'
variables to ensure accuracy of-behavior function approxima- frequency constraints based on the extensive stud) -of these
tions. When-move limits of 30% are used, both-direct and constraints within the framework of structural synthesis "I
reciprocal Taylor series representations' 16 yield reasonable ap- Typical CPU times for execution of an analysis'sensitiv ii%
proximations. Thus, hybrid approximations seem adequate cycle on the lightweight fighter are given in Table I In this
for: explicit- -representations of aeroservoelastic pole con- example, three maneuver load cases and one given-load case,
straints. symmetric and antisymmetric modes are calculated, and

Figure 10 shows the variation of the aileron mean square- aeroservoelastic stability and gust response are included for-
deflection due to atmospheric turbulence-when the-gain F, is one level flight condition. The wing is covered by a grid of 8t
varied. As-the missile-pitch mode is destabilized (Fig. 9), the points for deflection and stress calculations A total of 3222
gust response increases sharply. Away from the stability constraints and all of their sensitivities with respect to 40
boundary, the mean square (ms) aileron deflection is well-ap- structural, aerodynamic, and control system design variables
proximated by either a linear or reciprocal approximation with are calculated in about-7 min. The constraints include a corn
3056 move limits. Tighter move limits might be needed near prehensive mix of gauge, slope, displacement, stress, natural
the-stability boundary-as damping ratios approach zero. It is frequency, aeroservoelastic pole, gust response, drag, hinge
expected thai any optimization procedure will respond to a moment, and-control surface travel constraints As Table I
decrease in damping and an increase in gust response by shows, the major part of the computation time in one ana>-
dring the design away from damping -and gust response sis/sensitivity cycle is spent on the beha%ior-sensiti'it, calcula
constraint violations. tions. Constraint deletion22 strategies will reduce this time

Constraints associated with maneuver loads are evaluated considerably by retaining only a small subset of critical and
next to determine the quality of approximations (see Eq. (7)). potentially critical constraints as drivers in each approximale
The thickness of the skin on the wing inboard box is varied problem formulation. Only sensitisities of the retained con
over a wide range of values. The variation of the aileron hinge straints are needed, and CPU time for one detailed anal% sis'
moment needed to sustain a desired steady-state roll at sea sensitivity /approximate problem generation stage will be re-
leel, Me0.9, is shown in Fig. II. A stress constraint for a duced considerably. Thus, if about 10-15 detailed analyses are
point on the skin in-a 9 g symmetric pull-up in terms of a
quadratic stress failure criterion" 4 is illustrated in Fig. 12. The 9

-. 242

t 0 .__ 8_ I _0 __1.40 ____ _, _____0_ ,40 6. 8^. in0C 1,2; 6i *o i:
- OV ~n0Po,mol.C consocril term In skin thickmost 00 Yso-C

40 ir, 8o 1.0 . .8 2.20 2,60 3.00
nolmollex contfl toten roll loop goln Fig. 12 Approximations of skin quadratic stress filure criterion in a

FIg. 10 Approximations of mean square aileron rotation activIt) In 9 g ryametrIc pull-up maneuver (variable wing thickaess).
turbulence (variable roll loop gain).

16 0] Table I Typk~ic computation times., econds

Generate M, K, and IP 1 5.4
0 Maneuver load solutions 0.35

E Drag calculations 0.07
2: Natural modes 4.8

Generate A, B matrices 1.53
SAeroservoclastic stability analysis 15.56

SGust response analysis 11.44
Deflection, stresses calculations 0.86

Ge: a  Total analysis 40.12
Stess, deflection sensitivities 295.15
Natural frequency sensitivities I .4"

0 omoll2 coilofl Im in 2in t5ii0n0 15 20 l/o n 
-  

Aeroservoelastic pole sensitivities +

Fit. 1i Approximations of blage moment In stead) roll (variable gust response sensitivities 53A5
win s tbkkness). Total sensitivity 349.'!



needed for optimization based on approximation concepts 'Sobiezanski-Sobieski, I., and Haftka. R. T.. "Interdisci.
(Ref. 22), it can be anticipated that between 40-60 CPU min plintary and Multilevel Optimum Design-" Computer Aided Optimal
will be needed on the UCLA IBM 3090 Model 200 for inte- Design: Structural and Mechanical Systems. edited by C. A. Mo~a

Soares, Spring-Verlag, Berlin, 1987.&rated multidisciplinary optimization-of practical wings. ~ Wisar .ANwo.3 . elr .A.adG~e~ A
G., "Integrated Structure/Control Design-Presenit Mce.hodolor.

Concud~n Remrksand Future Opportunities," 1986 Conference of the lotcmatior a
-Council of the Aeronautical Sciences, London. England. 1986. ICAS

A general framework for wing optimization has been devel- Paper 84-4.8. 1.
oped, highlighting the multidisciplinary nature of the prob- 20Ashley. H.. "On Making Things the Best-The Aeronautical Uses
lem. A balanced multidisciplinary wing analysis and behavior -of Optimization," Journal of Aircraft. Vol. 19. No. 1.* Jar.. 1982. pp.
sensitivity analysis capability has been described. Emphasis 5-28.
was placed on various aspects-of the aeroservoelastic problem 21Schmit. L. A.. "Structural Analysis-Precursor and Catalyst."
formulation as well as integration and testing of the aeroelas- Recent Experiences-in Muluddscipznary-Analysis and Optimization,.
tic elements of the new method. Promising results in terms of NASA CP-2327, Pt. 1, 1964, pp. 1-17.22Schmit. L A,. "Structural Optimization-Some Xey Idea andapproximation accuracy and computation times-indicate that Insights," New Directions in Optimum Structural Design, edit ed by
the integrated multi discipli nary optimization of -practical ac. E. Atrek,-R H. Gallagher. K. MA. Ragsdell, 0. C. Zienkie~icz. John
tively controlled, fiber composite wings is within reach. Wiley and Sons. 1984.

23Hornlein. H. R. E. M., "Takeoff in Optimum Structural De.
sign." Computer Aided Optimal Design: Structural and Mechorical

Acknoledgent Systems, edited by C. A. Moma Soares. Springer-Verlag. Be. lin. 19V .
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Abstract Still the design practice of the past. which was
based on a sequential, comparirmented approach. is

Analysis and synthcsis tcchniqucs used in a newly followed today. True, advanced anal,,sis and testine
developed multidisciplinary control augmentcd fiber tools have been developed to address multidiscipli-
composite wing optimization capability are reviewed. nary interaction. Active flutter suppression, maneu-
Structural. acrodynamic and control system math- ver load control, gust alleviation and ride smoothing
cmatical models that are suitable for thc preliminary techniques are utilized. to mention a few examples.
dcsim of real airplanes are used in an integrated Optimization techniques are used for control svscm
manner to synthesize improved designs of wines and synthesis, aerodynamic design and aeroelastic tailor-
their active- control systems. Optimization techniques ing. Structural %%ing synthesis subject to structural.
deeloped for structural synthesis are adapted to the acroelastic and acrod~namic performance constraints
intcgrated multidi.,ciplinary wing synthesis problem, has successfull. followe 'd in the footsteps of struc-
in which constraints from several disciplines are tural s.nthesis', -2 3 using a variety of computer codes
taken into account simultaneously and the design and techniqucs''s.
space is opened up to include structural, control
system and aerodynamic design variables. The effec- However, the application of optimization tech-
tivcness and efficiency of the new capability are niques is still done one discipline at a time. True
studied using a mathematical model of a remotely integration in desire, namely the synthesis of wings
piloted vehicle (RPV). subject to a set of multidisciplinary constraints

addressing design variables from several disciplines
Introduction simultaneously, has not been carried out.

Multidisciplin:uy interactions have always been at Especially complex and difficult is the integrated
the heart of airplane wing design. The introduction synthesis of wing structure and its active control
of active control technology' 3 and composite struc- system. In thefew cases where integ"ated synthesis
tural tailoring "6 during the last fifteen years have was studied"*' 2 the mathematical models used were
made these interactions more complex and more so simplified that they did not provide an assessment
important. Recent experience has shown that not of the techniques needed to optimize realistic wings.
accounting-properly for multidisciplinary interactions and the accumulation of practical design experen'c
during the desigi process can lead to dangerous was not possible. Thus. the application of moderm
consequencs "-s. At the same time the benefits of optimization techniques to wing design involving a
multidisciplinary integration have become widely diverse mix of constraints and design variables based
recognized motivating cxtensive research and influ- on analyses from several disciplines (structures. struc-
encing design9'". tural dynamics, aeroclasticity, control, handling qual-

ities) has not yet been treated in a comprehensive
This research was supported by AFOSR Contract and realistic manner.

F49620-87-K-0003.
I Graduate Research Assistant, Student Member Reference 22 describes a synthesis capability for
AIA. actively controlled fiber composite lifting surfaces. It

Professor of Engineering and Applied Science, discusses structural, acrodynarnic and control system
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approximation concepts (NLP/AC)12- 13 approach When the optinization-of the ditm for-aeroser.
from structural synthesis :to multidisciplinary opti- voelastic stability is addressed and modem control
mization. techniques are to be implemcnted, it is necessary to

cast- the acroelastic equations of motion-in I.T
The present paper reports first results of wing (l.inear Time Invariant) state space form. It then-

control augmented structural synthesis achieved follows that some approximation of the unste.L)
using the new -capability. The applicability of aerodynamic loads in terms of rational functiois of
approximation conccpts -to the control augmented the -Laplace=variable is needed.
structural- synthesis of wings is studied. Examitiation
of optimization convergence as influenced-by includ- The method of Roger' has been wide'x used for
ing approximations of new constraints (especiall finite dimensional unsteady aerod)namic loads repre-
acroservoclastic stability and gust response sentation for quite a while. The Minimum State
constraints) guides identification of effective move Method, developed -by Karpel and recently studied
limits, convergence criteria'and approximation t)pes in Ref, 31, is found to be attractixe because it has
to- be used. Examples of integrated optimization of the- potential for generating- accurate approximations
realistic v.ings and- their actihe control systems with to- unstead) generalized aerodynamic forces, %xhile
structural:and cntrol system design variables subject adding only a small number of augmiented-states to-
to- age, -stress, aeroserxoelastic stability -and gust the mathematical- model of the aerosenroelastic
response constraints offer-an improved understanding s) stem. Both methods are available in the- present-
of this complex synthesis problem. capability.

Review of Mathematical Control System
Modelina Techniques

The integrated aeroservoelastic system is modeled
Structural Modeling as a-Linear Time Invariant (1.TI) system. Since the

number of sensors and control surfaces is small in
The integrated optimum design capability is real airplanes,-the complex, high order control laws

based on approximate anal. sis techniques for the generated by multivariable control system desigm
required disciplines, which are consistent with each techniques are avoided at- this stage, A block
other in terms of accuracy and efficienc and thus diagram of the actixely controlled aeroserxoclastic
lead to a balanced treatment of practical wings. In system is sho%\n in Figure 1. Airplane motions
the structures area, a rather general equivalent plate (acceleration and angular rates) are measured by a
anal)siS23, \%nich builds on the basic ideas underling set of sensors placed on the structure. The resulting
the TSO computer code'4 and incorporates addi- sighals, YsE, are used as inputs to the control laws
tional recent developments proposed by Giles2 , -is block which commands control surface actuitors
used. I ligh order simple power series are used for The control surface motions, U,, guarantee stabilit)
approximating displacements over x\ing planforms and desirable dynamic response of the complete
made of several trapezoidal segments to obtain accu- system.
rate stress as well as displacement information.
Stresses in spar and rib caps can be calculated in The control system is completely described by
addition to composite skin stresses. Configurations the location of sensors and control surface! and b)
made of several -plate segments attached to each the transfer functions of the sensors,control laws and
other %ia springs (accounting for attach~ient stiffness actuators. Gain scheduling can be adopted b\ assign-
and actuator stiffness) can be analyzed to simulate in% different control laws to different flig t condi-
wing control surface configurations. tions.

Aerodynamics Modeling Capabilities

The equivalent plate structural analysis docu- The combination of modem equivalent plate
mented in Rcf. 23 is integrated with the PCKFM structural modeling and PCKFM lifting surface aero-
(Pece\ise Continuous Kernel Function Method) dynamics is assumed to be adequate for this explora-
deceloped by Nissim and Lottati for lifting surface tory venture into multidisciplinar\ practical wing
unstead) aerodynamics 2s-2 . This method is partic- synthesis. In addition to a reliable prediction of
ularl) suitable for calculating the generalized deformations, stresses, flutter results and static aeroe-
unsteady air loads (on lifting surfaces made -up of lastic effects, quite good hinge momentsu and
%%ing and control surface elements) that are needed induced drag33.3 can be expected for subsonic and
for actixe flutter suppression and gust allexiation supersonic small angle of attack flight The analysis
studies. is adequate for addressing flight stability and control

problems of the elastic airplane3. Its aerodynamic
predictions might be improved by using correction
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factor techniques-if any-measured data-are available. IV,
-As to control system modeling, the techniques used xy,) = 'T 1 xk ,

here make it possible to properly model real flight
control or active-flutter suppression 'tems. Effects
of real actuators and- sensors on %trol system Rib and-spar cap areaszare allowed to--vary linearly
performance are automatically takci. -into account -over their length-n
through their given transfer functions.

Design Variables A(,i) = A0 + A, qi (4)

The present cquivalent plate modeling capability"3
Ref. 22 sets-forth a framework for multidiscipli- makes it possible to efficicntly analyze combined

-nary wing synthesis and describes a hierarchy of wing box/control surface configurations. A wing
design variables- consisting of sizing type design van- assembly and a canard- or horizontal tail may be
ables at -the lowest level, followed by shape and then attached to a fuselage (modeled as a flexible beam or
toplogcal type design variables. This classification a flexible plate)-to simulate complete airplane config-
applies- -to design variables spanning struc- urations. The level of modeling detail can- be
tures,control and aerodynamics. I lere, in-addition to selected independently for each -section. Therefore
a-b:,lanced approach to behavior-prediction in terms the degree of detail used to model control surfaces
of the analysis techniques selected, a balance is main- for analysis and synthesis- is not limitedas is the-case
-tained in-level of optimization by focusing on sizing in the TSO code.
type design variables for all disciplines considered.

At the present stage of research structural -toplo-
Structural Design Variables gy, shape and material properties are preassiged.

Skin layer fiber orientation are available as -dcsign
Fiuure 2 shows an airplane modeled as an assem- variables. For skin layer thicknesses (Eq. 3) -the

-bly of flexible lifting surfaces. Each lifting surface is coefficients of the thickness power series serve as
modeled -as an equivalent plate whose stiffness is design variables. This guarantees smooth thickress
controlled by contributions from thin cover skins variation for-each layer. For spar and rib cap areas
(-iber composite-laminates) and the internal structure (Eq. 4) two coefficients are used as desig variables
(.par and rib caps). Plate sections are connected to for each spar or- rib. Concentrated masses at preas-
each other via stiff springs (representinghinge stiff- signed locations and spring constants for linear -and
ne.,s at attach points) and flexible- springs:(represent- rotational-springs can also be treated as design vari-
in, the stiffness of actuators and their backup ables.
structure). Each wing section can be made of several
trapezoidal parts. Concentrated masses are used to Aerodynamic Design Variables
model nonbtructural- items and balance masses.

Wing cross section or aerodynamic planform
The vertical displacement, w, of each wing topology are preassigned here. Performance and

ection is-approximated by a Ritz-polynomial series loads- in quasi-static maneuvers can- be influenced by
of the form the jig shape (initial camber) of the wing and by

proper deflection of leading edge and trailing edge
control surfaces. The initial camber of the wing is

.vq.t) = q,(t) x"' yn, () given by a series
/t=1

"here x and y are chordwise and spanwise coordi- 0,t Eq9(t)xmn, )n
nires respectively. m, and n, are powers reflecting the 5y

1tvp of polynomial series used. It can be a:complete
polno:,nial in x and y or a product of polynomials
in x and y (Ref. 23). The depth of a wing section is where the powers m, and n, are identical to those in
0% cn by a pol)nomial Eq. 1 and any subset of the coefficients can serve

as design variables. The deflections 6, of control
surfaces (for each maneuver point seperately) are

' =1also available as design variables.4xi ~y", (2)
i_ IControl System Design Variables

"hre the II, are preassigned parameters. Thickness The control system -design variables of the sizing
d|,tnbution of a t)pical skin layer is represented by type consist of the values of coefficients in the

numerator and denominator of control law transfer
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factor techniques if any measured data are available. At,
As to control system modeling, the techniques -used Lx) = ,,T xk y(3)
here make it possible to properly model real flight
control or active flutter suppression -tems. Effects
-of real actuators and sensors on '.rol system Rib and spar cap areas are allowed to vary linearly
performance are automatically takci. into account over their length n
through their given transfer functions.

Desiim Variables A(q) = Ao + At y (4)

The present equivalent plate modeling capability"
Ref. 22 sets forth a-framework for multidiscipli- makes it possible to efficiently analyze combined

nary wing synthesis and describes a hierarchy of wing box/control surface configurations. A wing
-desig variables consisting of sizing type design vari- assembly and a canard or horizontal tail may be
ables at the lowest level, followed by shape and then attached to a fuselage (modeled as a flexible beam or
toplomcal type desigrn variables. This classification a flexible plate) to simulate complete airplane config-
applies to desin variables spanning struc- urations. The level of modeling detail can be
tures,control and aerodynamics. Ilere, in addition to selected independently for each section. Therefore
a.balanced approach to behavior prediction in terms the degree of detail used to model control surfaces
of the analysis techniques %elected, a balance is main- for analysis and-synthesis is not limited, as is the case
tained in- level of optimization by focusing on sizing -in the TSO code.
type design variables for all disciplines considered.

At the present stage of research structural toplo-
Structural Design Variables gy, shape and: material properties arc preassiened.

Skin layer fiber orientation are available as design
I:i,,ure 2 shows an airplane modeled as an asscm- .variables. For skin layer thicknesses (Eq. 3) the

bly of flexible lifting surfaces. Fach lifting surface is coefficients of the thickness power series serve as
modeled -as an equivalent plate whose stiffness is -design variables. This guarantecs smooth thickress
controlled by contributions from thin cover skins variation for each layer. For spar and rib cap areas
(tibr composite laminates) and the internal structure -(Eq. 4) two coefficients are used as design variables
(.par and rib caps). Plate sections are connected to _for each spar or rib. Concentrated masses at preas-
each other via stiff springs (representing hinge stiff- -signed locations and spring constants for linear and
ness at attach points) and flexible springs (represent- -rotational springs can-also be trcatcd.as design vari-
ing the stiffness of actuators and their backup ables.
structure). Each wing section can be made of several
trapezoidal parts. Concentrated masses are used to Aerodynamic Design Variables
model nonstructural items and balance masses.

Wing cross section or aerodynamic planformThe vertical displacement, w, of each wing topology are preassigned here. Performance and
wetion is approximated by a Ritz polynomial series loads in -quasi-static maneuvers can be influenced by
of the form the jig shape (initial camber) of the wing and by

proper deflection of leading edge and trailing edge
control surfaces. The initial camber of the wing is

,x"y (1) given by a seriesh ,\qyt) X

"here x and y are chordwise and spanwise coordi- wO(.t e) o(t ) xmn, yn,
ntes respectively. m, and-n, are powers reflecting-the Z
t) TV of polvnomial series used. It- can be a-complete MI
pol.no.nial in x and y or a product of polynomials
in x and v (Ref. 23). The depth of a wing section is where the powers m, and n, are identical to those in
ien by a pol)nomial Eq. 1 and any subset of the coefficients qO can serve

as design variables. The deflections 6, of control
surfaces (for each maneuver point seperately) are
also available as design variables.

y1Si ,X (2)
t IControl System Design Variables

ghtcre the II, are preassigned parameters. Thickness The control system design variables of the sizing
d,nbution of a typical skin layer is represented by type consist of the values of coefficients in the

numerator and denominator of- control law transfer
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analyses (e.g. 3). linite dimensional state space When the jig shape generalized displacements fqO)
un.teady aerodynamic approximations can be gener- and control surface rotations (6) arc small, then
ated for the full order aerodynamic matrices at the (within linearized-lifting surface theory) this matrix is
start of optimization, or directly for modally reduced fixed and does not depend on- either structural or
aerodynamic matrices during optimization- whenever aerodynamic design variables 2 . It is generated once
the modal basis is changed 22 . for the set of Ritz polynomials (Eq. I), control

surface rotations and downwash due to pitch rate
Gust Response Analysis degrees of freedom in symmetric pull-up maneuvers.

4 is the following vector
The RMS (root mean square) values of control = 06

surface deflections and rates-as well-as RMS values - 01 +~ Jq13
of ,elected sensor measurements due to continuous (M + (13)
atmospheric turbulence arc calculated for different 'I
fligTht conditions. Both l)ryden and rational approxi- where q and q0 arc definded in Eqs. I- and 5. The
mations for the Von-IKarman turbulence spectra are vector contains all control surface rotations and 

implemented. The relevant quantities are RMS is the pitch rate. Thus, D, depends on-the structural
\alues of control surface deflections (qJ, rates (q} and aerodynanic design variables through the gener-
and senbor measurements {Ysr) alized deflections {q) in maneuver, the jig shape

generalized coefficients (qn} and control surfaceTlhe state space equations (l'q. 8) are .transformed rotations (3).

into standard-form 
" -

Behavior Functions

s (.X\ )} = [..I] (.\s)} + (I} a(s) (9) The following behavior functions can be-evalu-
ated with the present capability: elastic displace-

Since only q,,. s{q,} and {ysE) are considered22 the ments; elastic -twi t; spar'rib cap stresses; skin
output. y,. is given by combined stress failure criteria"3 ; natural frequencies;

real and imaghiary parts of aeroservoclastic poles;
RMS of random control surface deflections and rates

Y. {=(Cx) (10) due to gust; RMS of sensor measurements in gust;
total mass; lift and drag coefficients; control surface

m\here QGh) i6 either constant or a function of control deflections and hinge moments in maneuvers; roll
system desim variables, rate or load factor in maneuvers.

The state covariance matrix is a solution of a Control surface effcctiveness is not addressed
Lyapunov's matrix equation" in the form directly at this stage. Instead the synthesis focuses

on sustaining a desired roU rate or load factor while
keeping hinge moments, control surface deflections

[.A][A] + [AT[A]T= -{B}[Qw]{B) "  (11) and stresses within allowable bounds. 41
where [Q.] is the intensity matrix of the gaussian Aeroservoelastic stability is gauaranteed by
\hite noise. ^'. The ilessenberg-Schur method-* is providing enough damping at each flutter critical
used to solve Eq. I. aeroservoelastic pole throughout the flight

envelope"'. Handling qualities can be addressed via
Induced Drag Analysis inequality constraints on the acroservoelastic pole

locations (e.g. short period root placement) and pilot
Induced drag is calculated for the elastic lift seat acceleration due to atmospheric turbulcnce-".

distribution during maneuvers. Drag values assum- The control surface deflection needed for trim and
ing either full leading edge suction( fully attached overall performance in a given maneuver and its
flow) or no leading edge suction (separated flow at RMS activity due to gusts can be combined in a
the' leading -edge) or a combination of these"l are single constraint to avoid saturation 4 1.9

available. The induced drag Dj can be exprcsssed inquadaticformIndividual behavior functions or their combina-
quadratic form tions can serve as objective functions. Possible alter-

D --P TS [ EAD)() (12) natives are mass, drag(to be minicd), steady roll
2 rate or lift to drag ratio (to be maximized). RMS of

aileron rotation or rotation rate due to turbulence or
where -p UL is the dynamic pressure and S is a a combination of any of these.
referenc 2 area and [AD] is an aerodynamic matrix.
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Behavior Sensitivity Analysis Test Cases

Implicit differentiation- of the analysis equations The-accuracy, power and computational efficien.
is used here to derive analytical cxprcssions-for the cy-of the present capability are di.sussLd in Ref. 22 .;
derivatives of all behavior functions Aith respect to using a mathematical model of a light %%eight fighter
all design-p-ariablcs 2 , 49. This results in a computer: similar to-the Y[-16. For the pre.ent optimi.Ation -
code -%%hich is much larger and more complicated studies a--mathematical model of a: small-remotcl
than if finite difference derivatives- were us" 1. piloted vehicle is used. Its- planform geometnr is
Ilo%cer. anal),tical snsitivities are frecfrom numci shown in Fig. 3. A 6.8 aspect ratio, biconex I0 0o

-ical problems as,,ociatcd %%ith finite difference step t,'c wing is activel) controled b) a small control
size belection and are attractive in the context of surface located-at about 80"6-semi-span to%%ards the
multidisciplinary synthesis because of superior tip. The control- surfacc chord is 20% of the local
computational efficiency. wing chord, and it is driven by an -actuator whose

transfer function-is preassigned
Approach to lnterated Optimization. q. I 1.774472Q-x'l()7 15)

Once the preassigned parameters, design vari- 6- (s+ 180Xs 2 + 251s+3142)) ()
ables, failure modes, load conditions and objective-
function are selected, the integratcd optimization- The wing control surfaces are only usd for active
problem can be cast as a nonlinear programming flutter control. The eevators are used for ribod body
problem of the form pitch and roll. The elevator -actuator transfer func-
mintx1  F({X) ) (14) tion is

s... g(( _)i 10) qc= 20 (16)" ) ) 62 (s+ 20) (16)

{ < q,, and 6, -arc the actuator actual deflection and its

where F is the objective function, {) is ihe vector command, respectively.
of design variables, {g) is a vector of inequality The RPV structurc-is- modeled as an assembly of•ob r i t a n d T he*L R PVL a r ec u r -i v e c t o rd o f d e i g a s s mbro
constraints and {,V'}, {) } are vectors of desin ari- four equivalent plates. A flexible wing is attached to
able lower and upper bounds. a rigd fuselage and rigid control surfaces. The wing

is divided into three trapezoids. The two trailingThe nonlinear pro~amming approach combined cd,e extensions, to the left and right of the control
with approximation -concepts (NIY AC approach) surface, are assumed fixed. The main wing box struc-
has proven to be an effective method for solving ture, extending from root to tip spanvise and to
structural synthesis problems'2 '3  and here it is- 80% chordwise, is the structure to be synthCsi7ed.
adapted to the multidisciplinary design optimization and alternative designs can used for the test exam-
task. In this method relatively few detailed analyses ples. The weight of fuselage, control surfaces and
are carried out during optimization. Each analysis non-stnictural wing mass is 308 Kgm for a half
and the associated behavior sensitivity- analysis serve rplane. A
as a basis for constructing approximations to -the of 518.16- Detcrs and a vertical gust RMS velocitof
objective and constraint functions in terms of the 1.06 me,s te is used.
design variables. Thus, a series-of explicit approxi.
mate optimization problems is solved converging to Following Refs. 51,52 an accelerometer is placed
an optimal design. on the wing strip containing the control surface. It

The main advantage of this approach is i its is located in the middle(spanwise) and 0.65 chordpoint of the strip. Its measurement srves as an input
generality. No apriori assumptions have to be made to a control law which, in turn, generates an input
about the set of active constraints at the optimum. command, 6, to the actuator of the wine  control
Given an initial design, a local optimum is sought surface.
using mathematical programming techniques. Thus
it is especially suitable for multidisciplinary optimiza- The set of load conditions for wing stress calcu-
tion, where the problem is large and complicated and lations consists of three 2g symmetric pull-ups at sea
past experience does not provide much intuitive level, 10,000 feet and 20,000 feet. In the 'maneuver
guidance. I lowever, for this approach to be practical load' calculations (Eq. 6) the airplane is -trimmed
it is crucial to avoid too many detailed analyses. using the elevator. All stress constraints reflect a 1.5
Efficient analysis sensitivity calculations and robust, safety factor. Flutter, gust and aeroservoclastic
explicit approximations are essential in this context* stability calculations, though, are carried out at sea
The CONMIN"0 code is used here for constrained
function minimization.
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-level, Mach 0.9 for the cantilevered wing in the Results
examples described herein. This is done intcn-
tionall) in order to first examine flutter- suppression! For a first sequence of numerical studies a %%ing
structural optimi.ation using a realistic but simple -tip pod is added to the %%ing simulated by tvmo 2.5
cximple, leaving flight mechanics issues:-for future Krn masses at the forward and aft points of the tip.
siudics. Thc wing box construction consists of-all aluminum

-cover skins and there are no spars or ribs in order to
It should be reemphasized that the simplif)ing simplify the-model and introduce as few structural

assumptions above are made only for -illustrative design variables as possible. All stress carr.in"
pu9X)oseb and to facilitate physical interpretation of -capacit) is thus confined to the skins, -which are held
the design optimization results. The present capabil- together mathematically -by the pldte assumptions
ivm can handle-airplane models where multiple equiv- and in practice by an array of minimum gage
alent plate elements are synthesized subject to sec'ral spars;ribs %%hose stiffness can be nelected. 1he
pull-up or rolling maneuvers. Control- sstcms can Von-MliseN yidd criteria is- used. The skin thickness
contain many control elements and control-laws, and -distribution -is a nine term pol)nomiald in x and y,
aeroeroela.tic gust response analyss can-be carried -whose terms are formed- from of the poblynomial
-out for svmmetric' anti-s~vmmetric free free motion product (l,x,x 2) (l,y,y 2)- . There are thus nine
in seeral Ili0it conditions. Using the-data manager -structural design variables.
of Ref. 53, the modeling detail and model size are
onl\ limited by available computer memory. The Figure 4-sho%\s skin mass concrgence histories
?lCP" time limit., %ill determine the number of load -for three s)nthesis cases, al starting '%ith a 1 mm

conditions and flight- conditions for -uniform skin- distribution; In the first-case, mass is
:acroer\oelaistic gust- response analysis. llo0\cver, as minimized subject to stress and minimum gage
,ho'n Liter, quite complex problems can-be-handled -constraints onl). Minimum skin* thickness is 0.3i
"ith reasonable computer resources. mm (.015 inch), and the Von Mises equivalent stress

and minimum gage are constrained at 25 points on
The control lI\% u,,ed for this stud\ is the Localized the %%ing box (5 chord\ise x 5 span%%ise). "'his-is the
l).nping '.\ pe Tranfer Function (LITI') "stress design" without flutter constraints. In this case
de.,cribed in Ref. 54. This -low order control law the skin mass is reduced in 11 full
promides damping "locally" in the range of frequen- analyses approximate problem optimization cycles
ciC, where damping is needed. Its form is from 4.486 to 1.743 Kgm. The stress design is aeroe-

a, lastically unstable. It flutters-at sea level, Mach 0.9.
2 (17) -And thus, a second synthesis is carried out. The

(.s+ b, s+ cr) same nine structural design variables are used and
the same stress and minimum gage limitations arehere imposed, however dynamic aeroelastic stability
constraints are now added to the set of requirements

Ysi. = .Sc that must be satisfied.
is the accclerometer measurement and a,,b,,c, are It is required that at sea level, Mah 0.9 there
Control system design variables. The denominator should be at least 4.5% equivalent viscous damping
coetficients can be associated with equivalent damp- sh e t lest frequ ivalent vis d .min
ing , and natural frequency co, of the control law damping in the next three. (arodynamic poles

.2 (18) which have very large damping ratios are ignored
when the closed loop system poles are ordered by

(19) damped frequency). In seven synthesis cycles the
optimization process reduces skin mass to 3.094"l'hus. c, and b, determine the center frequency and Kgm. As expected, a stiffer and heavier wing is need-

gain peak width of the control law transfer function ed to prevent flutter. The constraint which drives this
vhile a, determines the effective gain. design is a damping constraint associated with a flut-

The preassigned accelerometer transfer function is ter pole at 14.4 1Iz.

3142 We next address an important question: Ilow
= (20) effective can an active control system be in further

16 C (52+ 376.8s+ 314 ) reducing the minimum structural weight needed to
The I.DTTF control law is used here without satisfy stress and flutter constraints? Three control

system design variables are now added to the ninecompensation for sensor and actuator transfer structural design variables. Wing skin mass minimi-
functions2. zation is carried out subject to stress, minimum gage

and dynamic aeroelastic Stability constraints starting
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from a- I mm, -thick uniformn skin and a-control-law around 19.6 liz. This is -intuitivel% rewarding since
of the -form: the flutter- mechanism seems to involve a wing bvend.

___ 2000 -ing root- at 16-17- 1 Iz and--a second root at 25-26 1Ii.
+S =_ s (0,000 The control law localized damping action is thus
+S 40s + 000 tuned so-as to be-apprCoximatel) in-the middhe of this

band. The widih-of the frequency band is controled
As-shown in Mo. 4,the skin mass for this case is .- by the equivalknt -controll-lawv damping parameiter.

reduced to 1.838 Kgrn. Examination of-the optimiza.- (Eq. 19)-which isz2l%/' and 16% for th~e tmo cases in
tion results reveals that the driving constraint is again Fig. S.
the damping in-a pole. Its frequency is 1-7.03 Ilz,_and
the final damping ratio is .067, which -implies--that The results described sC) far indicate that, as lonLe
with ti-Jhter convergence criteria- for teriating the as controllabilit) and obs ervabilit% are guaranteed. anh
optimization, -additional weighbt- swi oud b active control system of unlimited- po%%er can stabi-
achieved (1'! diminishing return on three conscc- lize the wins! and avoid essentially all stnaetural
titivc approximate problem optimizatioins is used- as weight penalty that would have b~een needed to
-a convcrgenc- crtern)-.~ In any event, the weight-in ad~heve this in a-zpabsive -manner. lEven when g1U't
-the third case- is -brought hack almost to -the level of dynamic stresses become critical in -the stress desiun
-the stress design weight. ConvergPence is slowecr. It -fi addition to the-quasi static stresses includcd hl-re-i
-took 27-Cycles and 27 CPU minutes on--the UCLA ir is reasonable to believe that a -powerful Control
IBMN- 3090-4. Also, while rapid convergence was system can save a substantial amount of structuril
achieved for the cases -with only structural desiitn Weight.
.Variables wvith move limits of 40%/'. it was necessa-r%
-to use 10% move lirtits-when control-%stem desi'm The next objective is to stud% how a limite:d
variables were added in order to protect the accuracy pCvrcnrlsytmefcsa itwtdd'e and
of system pole -approximat ions. This explains the how stnicturil weight and control effort interact in
-slower converaence of the third ru-n. the course of integrated optimization. G-u>t- re~pon~e

constraints are now added to the pres buscst of
%Miimum mass synthesis of the wving wvith st rue- constraints, The RNIS values of control ,urf.icv

-tural and-control system~dsien variables, subject to rotation q, and rotation rate qi. sere as meca~urces of
-stress. Lrace and aeroservotflastie stability constraints control system effort and limitation-," 2
-was tried again. This time the initial structural design
is the unstable stress desian of the first case. Initial At the minimum mass Control auarmented itrtic-
values for control system design variabtes are now tural desian of [ig. 5_(starting with the sires'- dv:imn)
different. The optimization is started- with these RM S values wvere 0.35 dciuees and 3'66
15t)0!(s2 + 40s + 4000). Figure 5 shows the two skin deg sec. In two additional-casecs thewe R\IS ais
mass convergence histories for the design starting were constrained placing limitations of %ar' ing ve'er-
-from 1mm uniform skin and the one starting with ity on the control- system. Figure 7 depict., three
the stress design. Starting with the 1.743-Kgm skin mass consergence iteration histories all staring suth-
of the stress desip, the mass minimization progress- the stress desigm : a) no bounds on the R\MS / and
es by first adding-mass to stiffen the wini! followed t4,; b) RMIS q,:5-0.2:, R.11.%7, 21 -/ see: c) R NIS
by manipulation--of the control system design vari- 7,: <0. 1 . RMISq,:5 10.5 1 sec. Move limits of IflWO
ubles to stabiliz.e the wins! with the smallest weight wvere used for all three cases. Nine- structural aind 3
penalty possible. In fact, the final skin weighs 1.745 control system desien variables are useLd %Imultanc-
K'gm, practically the same as if there were no flutter ously.
constraits at all.

A\s Fig. 7 shows, convergence within 12c'cles is
F~inal skin thickness distributions for the stress, achieved when the gust response constraints are
stes+flutter and stress +actively controled flutter added to the stress, gage and stability constraints.

designs are shown-in Fig. 6. W\hen control surface activity is more restricted. the
final skin wei-ht is larger. Thus limited control

The final-control laws for the two cases shown in system resources are traded off against structural
l:i,. 5 are 1517.7f(s2 + 51.4s + 15072.9) and resources in a quest for a balanced -multidisciplinar\
1456.7.(W2+ 40.2s + 15310.4) for the I1mm initial optimum design. This interaction takes place

dIesign and stress initial design respectively. it is dynamically as the synthesis progresses and is hard
interesting to note that the numerator terms (effec- or impossible to capture in sequential paramitic
tive gains) converge from different starting points to studies.
values that are within 5% from each other. The
constant denominator terms in both final control Figure 8 adds, to our understanding of interdisi-
laws are almost the same indicating that active plinar% interactions by following the skin majss histo-
damping is introduced at a band of frequencies ry (normalized with respect to the strex, des-:i.-n
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from a I mm thick uniform skin and a control law around 19.6 liz. This is intuitivel\ rewarding since
of the form: the-flutter mechanism seems to invo'lve a wing bend-

65 2000 ing-root at 16-17 lIz and a second root at 25-26 1Iz.
-The control law localized damping action is thus

YSF (s2 +40s + 10,000) tunedso as:to be approximately in-the middle of this
band. The width of the frequency hand is controk'd

As shown in Fig.-4, the-skin mass for this case is. by the equivalknt control law damping parameter j,
reduced to 1.838 Kgn. Examination of the optimiza- (Eq. 19) which is 21% and 16., for the two cac -in
tion results reveals that the driving constraintvis again Fig. 5.
the damping in a pole. Its frequency is 17.03-lIz, and-
the final damping ratio is .067, which implies that- The results described so far indicate that, as lone
with tighter convergence criteria for terminating the as controllabilit) and ob.erabilit.- are guaranteed. an
optimnization, additional weigt savings could be active control s)stem of unlimited lo)mer can stabi-
achieved (1'o diminishing return on three consec- lize the wing and avoid essentiall, all structur-l
uti'c approximate problem optimizations is used as. weight penalt) that would have been needed to
a convcrgencc criterion). In any event, the weight-i adfieve this in a passive manner. lven when gust
the third cascis brought back almost-to the level of dynamic stresses become critical in the strc.s dein- I
the stress design weight. Convergence is slower. It= in addition to the quasi static streses includ here;
took 27 Cvclcs and 27 CPt minutes on the -UCLA it is reasonable to believe that a -powerful control
IBM 3090-4. Also, while rapid convergence was system can save a sub.,tantial amount of structural
achieved for the cases with only structural design weight.
variables with-move limits of 40%, it- was necessary
to use 10% move limits when control s.stem desim The next objective is to stud\ ho%% a limited
variables were added in order to protect the accurac) power control system effects an intewated d;.,nen and
of system pole approximat ions. This explains the how structural weight and control efforl interact in
slower converence of the third run. the cour.e of integrated optimization. Gut- rc,pon,e

constraints are nowv added to the pre~iou, set of
.Minimum-mass synthesis of the ving, with struc- constraints. The RMS -alue. of control ,urf.tcc

tural and control system design variables, subject to rotation q, and rotation rate q, ser:e as meaure: of
stress. gage and aeroservoelastic stability constraints control system effort and limilations5, -.
was tried again. This time the initial structural design
is the unstable stress design of the first case. Initial At the minimum mass control augmented ,tnc-
values for control svstem desin variabies are now tural design of Fig. 5 (.larting with the .tres. des in)
different. The optimization is started- with these RMS values were 0.35 degrees and 3(.6
1500I(s2 + 40s + 4000). Figure 5 shows the two skin deg sec. In two additional cases these RA\I ',ah,.s
mass convergence histories for the design starting were constrained placing limitation., of -ar.ine ,v\er-
from lmm uniform skin and the one starting with ity on the control system. Figure 7 depict, three
the stress design. Starting with the 1.743 Kgrn skin mass convergence iteration histories all starting mnth
of the stress design, the mass minimization progress- the stress deign a) no bounds on the RMS / and
es by first adding mass to stiffen the wine followed k ; b) R.MS q, < 0.2:, R.IISq < 21 -/Nee: c) R.1S
by manipulation of the control system design vari- e, 0.1V. R.MSq,_< 10.5'1 sec. Move limits of Io
ables to stabilize the wing with the smallest weight wvere used for all three cases. Nine stnictural and 3
penalty possible. In fact, the final skin weighs 1.745 control system deien variables are u.ed simultanc-
Kgm. practically the same as if there were no flutter ouslv.
constraits at all.

As Fig. 7 shows, convergence within 12 cscles is
Find skin thickness distributions for the stress, achieved when the gust response con.traints are

stress+flutter and strcss+actively- controled flutter added to the stress, gage and stabilit\ constrain's.
designs are shown in Fig. 6. \'hen control surface activit- is more re.,tricted, the

final skin weight is larger. Thus limited -control
The final control laws for the two cases shown in system resources are traded off against structurd

Jig, 5 are 1517.7.(s + 51.4s + 15072.9) and resources in a quest for a balanced multidisciplinar
1456.71i(s 2+40.2s+ 15310.4) for the 1mm initial optimum design. This interaction takes place
design and stress initial design respectively. It is dynamically as the synthesis progresses and is hard
interesting to note that the numerator terms (effec- or impossible to capture in sequential paramtnc
tive gains) converge from different starting points to studies.
values that are within 5% from each other. The
constant denominator terms in both final control Figure 8 adds to our understanding of interdisci-
laws are almost the came indicating that active plinar, interaction, b\ following the skin mass hi-to-
damping is introduced at a band of frequencies ry (normalized with respect to the stres. d-0ip."
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Thu, the de.itn space spanned three disciplines, behavior functions Aith respect to all design van-
namely. structures, control and- aerodynamics and ables.
the blend of behavior constraints covered strength,
-minimum gae.-iflutter. gust response and perform-
ance (induced drag). *Phe same RPV model as-used .Multidisciplinary-Synthesis .Mcthodolo,,
in Ref. -1-7 servud as a test case.

Approach- to Optimization
The de.ign studis in Rcfs. 17-19 contribute to

the state of the art in design optimization by devel- Iol0o ing its success in structural s\ntheis. the
oping and gaining experience with synthesis tech- -nonlinear programming approach combined \%ith
viques for multidisciplinary complex problems approximation concepts (NLP,AC) is used for the
involvin_-a very rich blend of constraints. They-also multidisciplinary optimization task (Ref. 2.4). In this
offer better understanding and a fresh insiiht into-the method-onl. a small number of detailed anjlxhc are
interactions between the various -disciplines in wing -carried out during optimization. Each anal\sis serves
dc,,in as-well as-numerical results that may serve as as a basis for constructing approximations to the
a~basis for design -radeoffs. -objective and constraint functions in terms of the

-design variables. Then,-a series of approximate opti.
*The purpose of the present paper is to add to-the zmization problems is solved converwng to the opti-

growing experience in aeroscrvoelastic wing opti- mal design. For this -approach to be practical it is
mi/ation The design space for the numerical -exam- crucial to avoid-too many detailed analxseb for func-
pies reported here is -made up of sizing type tion evaluation and derivative calculations. "lhis.
.,tructural and control system design variables (Ref. depends on making the approximations- accurate vet
16) The present capabiliiy can handle aerodynamic simple-enough for efficient solution.
desim variables as well but they are not -used in the
present studies. The RPV (Refs. 17-19) is used to Design Variables
study optimal desi,,s achieved with different control
law structures and the resulting robustness of these Preassigned parameters for the optimization
control augmented composite wings. The perform- include \%ing planform and depth- distnbution. mate-
ance of different complex cigenvalue approximations rial properties and structural layout of the ving
is also examined. The new multidisciplinary wing number of spars and ribs and their locations)
synt heiis-capability is then applied to the aeroseroe- Control system structure is also preassigned. 'I hus
las;ic synthesis of realistic 1-16 and X29 type the number of sensors and actuators and their
airplanes in order to demonstrate its power and -locations are given along with the number of control
menerality and assess computational efficiency in laws transforming given combinations of sensor
dealing with more complex aeroelastic and control outputs into control commands. It is al,o asumed
sy.tem configurations. Simplified handling quaities that the general form of the transfer functions of
requirements are-added to the set of constraints. sensors and actuators are given and cannot be

changed during-optimization.
Analhtical Modeling Techniques

To take advantage of multidisciplinary inter-
A unique integration of analytical modeling tech- actions, the design space is opened up to include

niques makes it possible io bridge the gap between structural design variables, control system and acro-
those that are over simplified and the detailed tech- dynamic design variables simultaneousl, Structural
niques that require too much computer time. In the design variables then include polynomial coefficients
structures area, an equivalent plate analysis -is used in the series describing skin layer thickness distrib-
(Refs. 20,21). It is integrated with the PCKFM ution over the wing
(Piecewise Continuous Kernel Function Method) for I
ifting surface unsteady aerodynamics (Ref. 22). The m- n
method of Roger (Ref. 23) is used to-generate fitite t(x-)= ,Ti XY
dimensional state space approximations for the I
unsteady aerodynamic loads, The integrated -aeroser- Additional structural design variables include spar rib
%,oelastic ssstem is modeled as a Linear Time Invari- cap areas, concentrated masses and spring constants
ant (TI) system. The control system is completely ( for the springs representing stiffness of actuator and
described b) the location of sensors and control backup structure connecting control surfaces to the
surfaces and by -the transfer functions of the wing box or canard to the fuselage). Control system
sensors.control laws and actuators. Behavior sensi- design variables include polynomial coefficients in
tivity analysis is based on anal)-tical-derivatives ofall the transfer functions representing control laws.

Aerodynamic design variables include coefficientu in
the polynomial series for wing initial (jig) shape.
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X" v_ = I 1.7744728x10 7
- , (+ 180S2 + 25ls+ 314 2);

With the structural, control and acrodynamic The -wing -control surfaces areuscd only for actic
confitsur trions preali, C:oo an t ar hm flutter control The clexators are-used for rid bud'.conf,.,r~tion p~,.,siencd (foll0\%ing the hierarchy\,

ol'desiti %iriables in Ref. 16) the control aupiented -pitch. and roll The clcator actuator transfr fun-.-
structuril synthesis problem formulated in this work tion 1s
is a sizing problem for the three disciplines. Thus- the qe2  20
bal.nced treatment of these disciplines (controls, - =
aerodynamics and structures) is also retained- in b + 20)
formulating the optimization problem. q,, and 3, are the actuator actual deflection and its

command, respectively.
Objective -Functions and Behavior- Constraints
The- winge An accelerometer is placed on the wing strip

can be synthesized-to minimize mass or containin, the control surface. -It is located i the
gust rsos rmxmz efrac vt it response or maximize performance with middle(spanwise) and at the 0,65 chord point of the
constraints on stresses, acroservoelastic stability, strip. Its measurement, ysi. seres as an input to a
aircraft performance in -terms of roll rate, drag or control -la%% %%hich. in turn, generates an input
drag polar specifications and control system perform- command, 6,, to the actuator of the wing control
ance in terms of activity in gusts and limits on surface. The preassigned-acceleromqter tranfcr fune-
control- surface travel and hinge moment. The tion is
Objective function can be chosen to be mass, drag,
RMS value of any response to atmospheric turbu-
lence (to be mini ed) or steady roll rate or lift to YSF 314-
dra,, ratio (to -be maximized) or a combination of wo65c (s2 + 3768s + 31-2)
these. Constraints are imposed to meet a combined
stress criterion for composite skin layers and a unidi- "06:, is the actual %ertical acceleration at the mcas-
rectional stress criterion for spariib caps. The aero- urement point.
servoelastic system poles are forced to reside in the
left hand half of the complex plane to guarantee The RPV structure is modeled as an assembl. of
dynamic stability If not included as part of the four equi'.alent plates. A flexible \%ing is attached to
objective function, the drag, lift,drag, mass or roll a riid fuselage and rind control surfaces. The main
rate can be constrained to ensure acceptable \\in,- box structure, extending from root to tip span-
performance Static load conditions include sets of \%ise and to 80o chordise, is the structure to be
Ltiven loads acting on the wing or definition of synthesized. The ',eiaht of fuselage, control surfaces
airplane maneuvers In the second case, static defor- and non-struciural % ing-mass is 30S Kgrn for a half
mation and stresses are calculated to take trim and airplane. A Drden gust model \%ith a scale length
aeroelastic load redistribution into account. of 518.16 meters and a ,ertical gust RYIS Neloct of

1.06 msec is used.
The nonlinear proaramming algorithm used -for

constrained function minimization- throughout tis The set of three load conditions for %ing stress
work is the method of feasible directions as imple- calculations consists of 3g s.mmetnc pull-ups at sea
mented in the CONMIN code (Refs. 25 and 26). leel, 10,000 feet and 20,000 feet. In the "maneu'er

load" calculations the airplane is trimmed using the
The RPV Win, elevator. All stress constraints reflect a 1.5 safety

factor. Flutter, gust and aeroservoelastic stability
Description calculations, though. are carried out at sea level.

Mach 0.9 for the cantilevered wing. This is done
Optimization studies presented here deal first intentionall, in order to first examine flutter

with a small RPV simiar to the NASA DAST suppression structural optimization using a realistic
res arch %ehicle Its planform geometry is shown in but simple example %ithout flight mechanics inter-
Fig. I. A 6.8 aspect ratio, biconvex 10% t c wing is actions.
actinely controlled by a small control surface located
at about 80% semi-span towards the tip. The The RPV wing box skins are made of
control ,urfacc chord is 20% of the local wing chord, class epoxy laminates (Ref. 2S). Fiber directions are
and it is drien by an actuator \%hose transfer func- 0. 90, + 45 and -45 decrees relatie to a hne passing
tion is preassitned as follows (Ref. 27) through the midchord points of the \ving box. The

skin is then modeled as made of four unidirectional
lamina. The thickness distribution of each of these
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IL.im -i. dcst.ribcd by a nine -term polynomial in x the structural mass to its stress design %aluc 'hile the
,ild N as in I ig. I. Thus, there are 36 structural active control system prevented flutter. In the case
dc'ign variables, of the composite -wing, however, when the design

space was opened up to include the three control
Structural Desimns. system design variables as well as the 36 structural

design variablcs, convergence could: not be achieved
M1inimum wcight -designs with structural design when starting with the stress design.

variable, only subject to minimum gage and: stress
1.o0,traint, ("strs design") or-gage,stress and flutter \\'hen synthesis starts "ith the feasible flutter
iLowtrints ("flutter design") are synthesized first- design, convergence is achieved mith 10% move
(I ig. 2). The stress design is-unstable. The-flutter limits, but only about 60% of the \eight penalty
inlstraitnts are-in the form of a 2% -lower bound on needed for -flutter prevention is reco\ercd by the
viscous damping in five modes- corresponding to the addition of-the control system (l'ig. 3).
Iowest frequencies. Move limits of 40% were used-
and LmOn\crencc vas achie\ed \%ithin 15 optimiza- Limiting the control s~stcm poer b) including
lion cycles, constraints on the aileron activity in atmospheric

turbulence yields the same trend that was found for
Structure Control-Designs. the Aluminum wing: The rmore limited the control

system is, the higher the structural weight penalty
'I he control-systcm-is no\ incorporated and %ing needed for aeroseroelastic stability. But the fact

-i0., is minimized subject to -gage,stress and flutter that \%hen the control s stcm is unimitcd- in po~ker.
Lon.straints %li1c the -design space includes both it could not- take care of the-flutter problem (, ithout
struLtural and control system design variables, structural penalty) -\%as disturbing and intriguing.

This-called for further study'.
Following its successful application to the all

Aluminum M ing studied in Ref. 17, the first control Careful examination of the iteration histories
lai used for this study is the Localized Damping starting with the stress design resealed complex
I \ pe 'I ranbfcr lFunction (LDTTF) described in Ref. eigenalue approximations that \\ere extremcl sensi-
26. This second order control law pro~ides damping tihe to design changes. The accuracy of these
lOLll\" in the range of frequencies where damping approximations is ealuated \hcn constraint ,,alues

is needed. Its form is via a full analysis at a new design point are
compared to their values at the same point based on

a. .tapproximations constructed- from full analysis (and
(s2 + bc s + c,) sensitivity analysis) at the previous base design point.

In the design synthesis cases that failed to convere
\there ', is the accelerometer measurement and approximation accuracy for complex eigen.alues
a . bo. c, are control- system design variables The could change dramatically from iteration to iteration
denominator coefficients can be associated Aith yielding very' good approximations m some instances
equivalent damping (, -and natural frequency (o, of and substantial errors in others.
the control law

2 The Rayleigh Quotient Approximations (RQA).
% C (Ref. 31) improved approximation accuracy but did
bc = 2 cwc not solve the convergence problem. It seems that

for the given structure of the control system it is
Thus, c, and b, determine the center frequency and impossible to regain all the \eight penalty associated
gain peak width of the control law, transfer function with flutter stabilization. Indeed a close look at the

hile a, determines the effective gain. poles of the stress design composite wing reveals two
flutter mechanisms (Fig. 4). It appears that the

The LDTTF control law is used here without second order control law cannot stabilize both simul-
compensation for sensor and actuator transfer func- taneousl) because of the narrow range of frequencies
tions (Ref. 30). The active control system is for which it is effective. Indeed, the design does not
assumed to have no weight in the calculations converge since it fluctuates bet\een these two insta-
performed in this study. bilities. When one is stabilized, the other may

become unstable.
In the case of the all Aluminum wing (Ref. 17),

%hen the second order control system was added to The control la\ was subsequently changed to a
the the problem and design synthesis started with the first order low pass filter of-the form
stress gage constrained (unstable) design, aeroservoc-
lastic mass minimization made it possible to reduce = a

s + b YsE
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This control law is expected to have a wider The final fourth order la" is
bandwidth and thus-be more effective in controlling 2
-the two instabilities. )esig iteration histories with -1421.7/(s + 20.6s+-9596.8) +
gust response constraints of varying severity are
-shown-in Fig. 5. The first -order control law makes 21224.6](s2 + 120.Is+ 20752.3)
it possible to regain most (85%) of the flutter weight The double quadratic control law is thus tuncd to
-penalty. The R.MS of control surface rotation and frequencies of 15.6 -and 23.0 cps with -equivalent
-rotation rate, -however, are much -higher compared damping ratios of 10.5% and 41.71o in theses two
-with the second order control law (Figs. 3-5) and this frequencies, respcctively.
-is not -surprising given the wider bandwidth of the
-first order control law. Freezing-the stress design of the composite RPV

wing and looking for the "best" control system toA third control law was also studied. It -is a -stabilize it using a fourth order control law lcads-to
fourth order flawr made up from -the sum of twA'o -the design history in Figure 7. Six control system
second-order filters. This control law is expected-to design variables are now used in an effort to mini-
be more effective than the single second order law in -mize the RMS of aileron rotation due to atmospher-
suppressing -the flutter of the stress design. This is -c gusts. 10% move limits are used to converge to a
because the form of this control law offers the--free- control law
dor to tune a second order-xfdlterto each of the two
-instabilities. 2289./(S2 + 17.2s+ 9209.7) +

- ac. 1 +00 2 Cs 2 + 305.s + 23380.)

I~ +yielding a minimum RNIS rotation of 1.9 degrees

where YsE is the accelerometer measurement and and associated: RMS-of rotation -rate-of 249. deg sec.
ab,.- g, d,, e,,f, a-re control s) stem- design variables. \Vhn, during the optimiation, stabilit\ islotth

The denominator coefficients can be associated \kith -gust response calculation is bNpassed. This sho\ s up
equivalent damping , and natural frequency w, of as gaps-in the design history of Figure 7 Impo.ing
-the-control law for each filter -more severe gust response constraints on the control

system, makes it ncessary to trade in some weieht
Cc = 2C as shown in Fig. 8.

fc= W Of course, it might be argued that control system
w2c

S= IctI cpower translates in the end to added mass. and that
for the tradeoff studies to be more realistic, we need
to include the weight of the control system in--the

ec = );2c02c objective function. The current capability can -take
Thus, c,,f. b, and e, determine the center frequencies this into account by linking the values of certain
and gain peak vidths of the control law transfer concentrated masses to the RMS aileron rotation
function %khie a,, d, determine the effective gains, and rotation rate needed. This was not- carried out.

however, in the examples given here because -of lack
The performance-of the -three control laws when of appropriate data that will make such a linking

no gust constraints are imposed on the control meaningful. In any case, as with the Muminum
system is compared in Fig. 6. Indeed, the fourth wing, the complex tradeoff between- structural weight
order control lak makes it possible to stabilize the and control system po%\er (or the resulting weight of
wing without any mass penalty over the stress the control system) is evident.
-design. Actualy, it even reduces the mass slightly
with respect- to the stress design, but this is associ- Another issue of extreme importance in control
ated with the convergence -criteria used. The stress -system synthesis is that of robustness (Refs. 30.32).
design -mass could be slghtly reduced by tightening Athough robustness is not included directly in the
:the percent change in objective function used in a set of behavior functions in-this stud\. it is interest-
diminishing return conergence criterion ( 1% was ing to examine robustness of the control systems
used in the examples shown), synthesized in light of the fact that control system

synthesis here is carried out for a plant that is chang-
The initial fourth order law is ing during the synthesis process.

1400.1(s2 + 20.s + 14000.) + All the examples up to this point involve a sin,e

2 input single output control system. Robustness of
22000.1(s + 100.s + 20000.) this control system can be studied by examinimg the

451



\qiia' plot.s of the open loop system. These are vibrations of -the free free airplane at -sea level.
,-'wm-in Figs. 9-12. M=0.9. A -minimum of 5% damping ( ) is

required in the first four symmetric and three anti.
htircs 9-12 sho% N.quist plots for control symmetric poles (the first s\mmetric pole is a short

.111V1 l8 atcd %%ing deslgns subject -tO gage,stress and period pole). Damping of I o is required-for higher
tnltter constraint. for the quadratic. first order and frequency poles.
imrili order control laws, -respectively. In- studying
thcm it should be remembered -that they reflect As Fig. -15 shows, convergence of the desis
t(owirol laws synthesized for different final plants process- is achieved within 15 -full

ItkI trudurc). The most robust is the second analysis; optimization cycles. When only structural
ort .r tontrol am (%ith the -highest- penalty in terms design variables vere considered, mo% e limits of 4r' 0
,i %mg %%ight). The first and fourth -order laws -were used. The big penalty in terms of height paid
%h poor robustness (small gain and phase -for meeting the flutter constraints is-clearly c ident- as
ii.irgis) as a result of the increased band \idth, well as the weight savings -possible \%ith composite
(onsiderable improvement in gain margins is construction.
achieved by subjecting the system to gust response
t.,,istr.intts (Fig. 12). This results in a higher weight A multi input multi output (NIMQ1) control
.ild tLorrc.,,ponds to higher damping in the resulting system is now added to the model (Fig. 16). It is
acro,,rvoclastic poles. structured after the actual F16 control system (Ref.

33) with an addition for flutter suppression. Angle
lefore concluding this section, it is interesting to -of attack, pitch rate and normal- acceleration are

t.winc thL effect of different complex eigcn~alue measured at the center fuselage and used b) control
ipproximnation on s\nthesis-results. Composite wing -las that take care of static stabihty and handling
,kin 1-tm.,ss hi.stofies for a structural desin subject to qualities of the airplane in s\mmctnc motion. Roll
,tre.s,. minimum gagc and flutter constraints are rate measurement at the fuselage is used for the roll
litmn-in Fig. 13. The hybrid approximations lead to channel to control rolling performance. Wing tip

i .lightly hcaxicr design %%hie RQA and direct accelerometers (at the tip leading edge) of each %%in,
laylor sens approximations lead to essentialy the are used for flutter suppression in combination "ith
same result. the fuselage normal acceleration readin2. The sum of

the tip accelerations is used for flutter suppression in
The F 16 Type Airplane Model symmetric motion. Their difference is used for anti

symmetric vibration stabilization.
The studies presented thus far focused on a very

simple airplane configuration (the RPV) and a Assuming perfect sensors and using the transfer
simplc single -input single output control s)stem. In functions of the actual F16 actuators (Ref. 33), six
ordr to demonstrate the poNcr of the present capa- control lamss are synthesized simultaneously to ensure
bility in synthesizing more complex configurations 5% damping (. ) in poles associated Aith elastic
with more complex control systems two more realis- modes in smmetric and anti symmctric motion. A
tic models are considered. 35% minimum damping constraint and constraints

on short period frequency that limit it to the range
The first is similar to an F16 fighter airplane and of 0.25 - 1.00 cps (Ref. 10) as well as a 35% mini-

is shovn in Fig. 14. A flexible wingiflaperon combi- mum damping requirement on the control
nation is attached to a rigid fuselage;elcvator combi- augmented roll pole are a simple wa. to introduce
-nation. The Aing box skin thickness distribution is handling quahty considerations. The interactions
to be synthesized. The airplane is initially statically between a flight control system and an active flutter
stable and %eighs 4234 Kgm per half airplane (not suppression system can thus be taken into acount in
including the skin mass). Minimum gage and stress the early design stages.
constraints are imposed on an array of 5 x 5 grid
points over the skin. The two maneuver conditions Figure 17 shows a skin mass design iteration
considered for stress calculations are a 7.33g s)mmet- histor for the cortrol augmented F16 ty pe airplane
ric pullup and a steady 160 degsec roll, both at sea model. A total of 36 design variables are used for
leel, 1 = 0.9. Stress (stress+ gage constraints) and the thickness distribution of a Aing box skin consist-
flutter (stress + gage + flutter) design histories are ing of 4 composite laminates and 14 design %ariables
shown in Fig. 15 for an all Aluminum wing and a are used in the control system. Gage, stress. flutter
composite Graphite,Epox) wing. Minimum gage is and handling quality constraints arc included. The
0.50,mm (0.02 inch) for the Aluminum skin and design conerges to the stress design A eight in II full
0.0127mm ( 0.005 inch) for each laminate ( 0, 90, analysis,'optimization cycles. The initial and final
+ 45, -45 deg.) in the Gr, Ep skin. Aeroclastic stabil- control systems are shown in Figs. IS and 19. Mo'e
ity is examined for symmetric and anti symmetric limits of 10% were used.
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Nyquist plots of the open loop system. These are vibrations of the free free airplane at sea level,
shown in Figs. 9-12. M=0.9. A minimum of 5% damping ( ) is

required in the first four symmetric and three anti-
Figures 9-12 show Nyquist plots for control symmetricpoles (the first symmetric pole is a short

augmented wing designs subject to gage,stress and period pole). Damping of 1% is required for higher
flutter constraints for the quadratic, first order and frequency poles.
fourth order control laws, respectively. In studying
them it should be remembered that they reflect As Fig. 15 shows, convergence of the design
control laws synthesized for different final plants process is achieved- within 15 full
(wing structure). The most robust is the second analysis/optimization cycles. When only structural
order control law (with the highest penalty in terms design variables were considered, move limits of 40%
of wing -weight). The first and fourth order laws were used. The big penalty in terms of weight paid
show poor robustness (small gain and phase for-meeting the flutter constraints is-clearly evident as
margins) as a result of the increased bandwidth. well as the weight -savings possible with composite
Considerable improvement in gain margins is construction.
achieved by subjecting the system to gust response
constraints (Fig. 12). This results in a higher weight A multi input- multi output (MIMO) control
and corresponds to higher damping in the resulting system is now added to the model (Fig. 16). It is
aeroservoelastic poles. structured after the actual F 16 control system (Ref.

33) with an addition for flutter suppression. Angle
Before -concluding this section, it is interesting to of attack, pitch rate and normal acceleration are

examine the effect of different complex eigenvalue measured at the center fuselage and used by control
approximations on synthesis results. Composite wing laws that take care of static stability and handling
skin mass histories for a structural design-subject to qualities of the airplane in- symmetric motion. Roll
stress, minimum gage and flutter constraints are rate measurement at the fuselage is used for the roll
shown in Fig. 13. The hybrid approximations lead to channel to control rolling performance. Wing tip
a slightly heavier design while RQA and direct accelerometers (at the tip leading edge) of each wing
Taylor series approximations lead to essentialy the are-used for flutter suppression in combination with
same result. the fuselage normal acceleration reading. The sum of

the tip accelerations is used for flutter suppression in
The P16 Type Airplane-Model symmetric motion. Their difference is used-for anti

symmetric vibration stabilization.
The studies presented thus far focused -on a very

simple airplane configuration (the RPV) and a Assuming perfect sensors and using the transfer
simple single input single output control system. In functions of the actual F16 actuators (Ref. 33), six
order to demonstrate the power of the present capa- control laws are synthesized simultaneously to ensure
bility in synthesizing more complex configurations 5% damping ( ) in poles associated with elastic
with more complex control systems two more realis- modes in symmetric and anti symmetric motion. A
tic models are considered. 35% minimum damping c.-nstraint and constraints

onshort period frequency that limit it to the range
The first is similar to an F16 fighter airplane and of 0.25 - LOO cps (Ref. 10) as well as a 35% mini-

is-shown in Fig. 14. A flexible wing/flaperon combi- mum damping -requirement on the control
nation is attached to a rigid fuselage/elevator combi- augmented roll pole are a simple way to introduce
nation. The wing box skin thickness distribution is handling quality considerations. The interactions
to be synthesized. The airplane is initially statically between a flight control system and an active flutter
stable and weighs 4234 Kgm per half airplane (not suppression system can thus be taken into acount in
including the skin mass). Minimum gage and stress the early design stages.
constraints are imposed on an array of 5 x 5 grid
points over-the skin. The two maneuver conditions Figure 17 shows a skin mass design iteration
considered-for stress calculations are a 7.33g symmet- history for the con'trol augmented F16 type airplane
ric pullup and a steady 160 deg/sec roll, both at sea model. A total of 36 design variables are used for
level, M = 0.9. Stress (stress + gage constraints) and the thickness distribution of a wing box skin consist-
flutter (stress + gage + flutter) design histories are ing of 4 composite laminates and 14 design variables-
shown in Fig. 15 for an all Aluminum wing and a are used in the control system. Gage, stress, flutter
composite Graphite/Epoxy wing. Minimum gage is and handling quality constraints are included. The-
0.538mm (0.02 inch) for the Aluminum skin and design converges to the stress design weight in II full
0.0127mm ( 0.005 inch) for each laminate ( 0, 90, analysis/optimization cycles. The initial and final
+ 45, -45 deg.) in the Gr/Ep skin. Aeroelastic stabil- control systems are shown in Figs. 18 and 19. Move
ity is examined for symmetric and anti symmetric limits of 10% were used.
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It is interesting to notice the change in sin in the -Figure 22 shows skin mass design histories for
anti symmetric flutter suppression--control law, the the- stress (stress +-gage) and flutter
band"idth increase in the two flutter suppression (flutter +stress +-Ic) designs kith- structural desin-
laws and the practical elimination -of the s mmetric %ariables onl%. Nine -tern scLond order polynomiads
flutter suppression law in--the final control s%stem are used for the thickness distribution of each laycr (
compared- with the initial- desiln. Locations of the as in the RIV composite wing case ) for a total of
complex poles of the s)mmetric control augmented 36 design %ariablcs. The optimization is started with-
F 16 tpe-model are shoNn in Fig. 20 (actuator poles, uniform thicknesses and- uses 40% mo'e limits.
aerodynamic poles. integrator poles are not shown). Conergence is achieved in 10- full
The damping measure is defined as analysis:optimization cycles.

._ (T -igure 23 shows a speed root locus plot of the-
I2+C02 resulting stress design. As can be seen, the stress-

desien is unstable and the instability is of a BFF
\here a and w are the real and imaginary parts of type. The -frequency of the first %ing symmetric
the complex poles. A positive damping measure, bending drops and- the short period root becomes
thus, indicates instability, unstable as the speed is increased.

The synthesis of the control augmented F16 type A control sstem identical to the-one used for the
model wing imol~cd 1080-constraints and 50 design ["16 studies is now added- and used as the starting
%ariables. It took 18. minutes of CPU time on the point for the control system optimization. Skin
UCLA IBM 3090 Model 600J. -mass of the control- augmented X29 type airplane is

minimized subject to gage, stress, flutter and simpli-
The X29Type Airplane Model fled handling quality constraints and the design

history is- shown in Fig. 24. Again, as with the F16,
The X29 type airplane model was selected for the control system takes care of the d.namic instabil-

study because of the potential Bod) Freedom Flutter ities and guarantces proper handling qualities and
(BF) instability tpical of forard swept wings flutter mar ns while the structural mass is reduced
(Ref. 10). This instability is a result of the inter- so- as to take care of gage and stress only. Pigure 25
action between a wing bending mode whose frequen- shows the final -pole structure of the control
cy drops as effective stiffness (structural + autuented X29 in symmetric motion ( aerodynamic
aerod)namic) is lost and the short period mode. poles, integrator poles and actuator poles are not
I he btrong interaction between rigid body and elastic shown). 1096 constraints and 50 desiga variables
degrees of freedom presents a serious challenge to the were included and the optimization took 58 CPU
control system designer. A control system must now minutes on-the UCLA IBM Model 600J.
be designed that will ensure proper handling qualities
and flutter marins simultaneously. Examination of the initial (Fig. 18) and final

(Fig. 26) control systems reveals major changes
The X29 type model is shown in Fig. 21. A introduced during design optimization including-

canard surface is used for symmetric trim. The outer changes of sign and elimination of some design ,,ari-
aileron is used for roll control. Tip missiles are intro- ables. The power and applicability of the present
duced so that first ing bending frequency is lowered technology to complex configurations is clearl,
compared with the clean wing with the intention of demonstrated.
creating a BIT instability and providing an interest-
in, test case for the present studies. Conclusions

Stresses are calculated in 7.33g symmetric pullup
and a 160 degsec steady roll at sea level, M=0.9. The present paper and Refs. 14-19 that preceded
The skin of the wing box is made of four layers of it clearly show that using currcnt supercomputers,
Graphite;l'poxy material (0, 90, + 45, -45 deg. with ingenous integation of analysis techniques, analytic
repect to a line connecting the mid c.hord point of sensiti,ities and approximation contept based opti-
the root and tip of the wing). The same gage and mization methodology, the sinle level multidi.cipli-
stress constraints are used as in the 116 type model nary snthesis of realistic actiely controlled
case. lutter constraints are applied to symmetric composite %ings is both pra.tical and feasible. One
and antis)mmetric ',ibrations at sea leel, M= 0.9. A of the important lessons of this research is that the
minimum of 37', damping ( , ) is required in the first introduction of control s)tem desig %ariables in
three poles associated w*,th elastic modes and P% for addition to structural design %ariables presents a
higher frequen.y poles. Six modes are used in the challcnge to current state of the art approximation
stability analysis. techniques used for approximate optimization prob-

lem generation. Smaller move limits are necessary
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Abstract X}k Denotes (x) at discrete time k.
A digital adaptive controller is applied to the

active flutter suppression problem of a wing under time Scalar Symbols
varying flight conditions in subsonic and transonic flow.
Linear quadratic controller gain at each time step is Ae(oo) The i-th element of the vector (Az(**))
obtained using an -iterative Riccati solver. The digital
adaptive optimal controller-is robust with respect to the Aui(-) The i-th element of the vector.(A.I))
unknown external loads. Flutter and divergence insta- a, AR coefficient
bilities are simultaneously suppressed using-a trailing- b- MA coefficient
edge control surface and displacement sensing. A new Chord length
transonic unsteady- aerodynamic approximation metho-
dology is developed which-enables one to carry out the Ci Real part of the j-th eigenvalue
rapid calculation required for transonic aeroservoelastic dj Imaginary-part of the j-th eigenvalue
applications. This approximation is based on a combi- Nyquist frequency
nation of unsteady subsonic aerodynamics combined
with a transonic correction procedure. Aeroservoelastic J Performance index for the digital
transient time response is obtained using Roger's adaptive optimal controller
approximation, state transition matrices and an iterative 2A Order of ARMA model
time marching algorithm. The aeroservoelastic system A. Free stream Mach number
in the time domain is modelled using a deterministic M Order of generalized displacement
ARMA model together with a parameter estimator. vector (o(t )g
Transonic flutter boundaries of a wing structure are
computed, in the time domain, using an estimated N, Number of discrete frequencies at
aeroelastic system matrix and are in good agreement which subsonic aerodynamic influence
with experimental data for the low transonic Mach coefficient matrices are computed
number range. NG Number of aerodynamic lag terms

Nomenclature NM Order of aeroelastic system matrices
General notation obtained from the Roger's approxima-
(t) Denotes value at time i. ton

(*H) Denotes steady state value at t=-*. Order of displacement vector (q(r))
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Free stream pressure (R,) Generalized transonic aerodynamic
qD Free stream dynamic pressure force- vector at-steady state

(.-a P..M.) R, (t) Generalized transonic aerodynamic2 force -vector corresponding to the
ri The i-th element of the vector-{r(t)) unsteady elastic wing motion

Weighting factor for the control sur- (1)) Generalized -subsonic aerodynamic
face~deflection angle-58 force vector corresponding -to the

s Laplace variable unsteady elastic wing motion
T" Time step for the iterative time- (91(s)) Laplace-transform oflR,(')}

marching algorithm (R6(t)) Generalized transonic aerodynamic
T, Sampling time for-the parameter esti- force vector corresponding to the

mator unsteady control surface motion-
T61;(*) The i-th diagonal element of the (t)} Generalized subsonic aerodynamic

matrix [T6 (o)] force vector corresponding to the
yk Wing response at sensor unsteady control surface motion

Wing()}responseranfatm sensort)
7 Ratio of specific heats (=1.4) Laplace transform of (R6 Q))

.(t) Control surface deflection angle () Unsteady component of the general-ized displacement vector
s(S) Laplace transform of-50) (41Xp Aeroservoelastic state vector associ-
).k Forgetting factor ated-with the estimated- system-param-
CY; The -i-th modal damping of the wing eters

structure (X,(t)) Aerodynamic state vector correspond-
nj The i-th aerodynamic lag term ing to the elastic wing deformation
W; The i-th undamped natural circular fre- (X,(t)) Structural State-vector

quency of the-wing structure X6 ()} Aerodynamic state vector correspond-
W The i-O.: damped natural circular fre- ing to the control surface deflection

quency of the wing structure Y()} Aeroservoelastic output vector
The i-th modal damping faclor of the (T(t)} Generalized displacement vector
wing structure (I,) Generalized displacement vector at

steady state
Vector Symbols (OJA Parameter vector at time t-kT,

(A.,()) The i-th column vector of the matrix {Oh Regression vector at time =T,
[A,(t)] [A, (t)]Matrix Symbols

{AJI)) Generalized transonic aerodynamic
influence coefficient vector
corresponding to the unsteady control [A].(B].rCp] Estimated aeroservoelastic system
surface motion matrices

{AQ(-)} Generalized subsonic aerodynamic [A,]'[Bo-].IB,,].
influence coefficient vector C,].[DOJ.[D,] Aerodynamic system matrices
corresponding to the unsteady control corresponding to the elastic wing
surface motion deformation

{Za(s)) Laplace transform of the vector (A(t)) [A,J.[B,].[C,J Structural system matrices
(ei) Unit vector whose i-th element is 1 [AS.[B].[B.1].
(G h Controller gain vector a! time t=kT, [C6j.[Do],[D 6J Aerodynamic system matrices
(L ), Estimator gain vector at time t=kT, corresponding to the control surface
(q(I} Displacement vector deflection

[.4,(:)] Generalized transonic aerody-namic
(Q(t)) Transonic aerodynamic force vector infuence cofic e micinfluence coefficient matrix
fR fr)) Generalized transonic aerodynamic corresponding to the unsteady elastic

force vector wing motion
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[AQ(I)] Generalized subsonic aerodynamic has been spent on the development of active flutter
influence coefficient matrix suppression systems at NASA Langley Research Center
corresponding to the unsteady- elastic under the Drones for Aerodynamic and Structural Test.
wing motion ing (DAST) program. 1.2.3 The majority of flutter

[X(s)] Laplace transform of the matrix [A, (t)] suppression studies related to the DAST wing model
are based on the-time invariant subsonic aeroservoelas.

[C] Damping matrix ticity.
[ Identity matrix Flutter suppression in the transonic flight regime
[K] Stiffness matrix using active controls presents a challenging problem
[M] Mass matrix due to-the nonlinear nature of the transonic aeroelastic

[P] Steady-state Riccati matrix problem. Simple proportional- integral, and derivative
(PID) type controllers combined with detailed unsteady

[Pik Riccatimatrix at time t=kT, transonic aerodynamics based on computational fluid
[Q) Weighting matrix for the state vector dynamics (CFD) have been applied to the transonic

(XP)k flutter suppression problem. 4 In a recent research

[T,()] Transonic correction matrix due to activity, industry, the Air Force research laboratories,
elastic wing deformation and the-NASA have joined efforts on the-Active Flexi-

ble Wing (AFW) program.5 A low-order real time digi-
[T&Qt)] Transonic corrction matrix due to tal flutter suppression systemfor the AFW model was

control surface deflection actually built and tested in subsonic flight conditions.6

[Ul Eigenmatrix of order nxm For the transonic regime a simple PID controller for the

[Jk Covariance matrix at time t=kT, AFW was studied using a computational aerodynamics

2[ ow] Generalized damping matrix based simulation.? .8

In recent years an extensive body of research
[w2] Generalized stiffness matrix aimed at computing the three-dimensional unsteady

(,),] State transition matrix (=e '
A  transonic aerodynamic loads using computational aero-

, State transition matrix (-etA,1 dynamics has been developed. 9 10. 11 Excellent com-
puter codes based on the transonic small disturbance

[46] State transition matrix (-eA dr°) equation or the full potential equation were developed

[e,] Time integration of state transition and tested with various wing geometries.12.1 3 14

T. Detailed CFD techniques for the three-dimensional

A,, unsteady transonic aerodynamics promise accurate
matrix [4,] ( et'")da) prediction of the aerodynamic forces for structural

optimization applications. However, these techniques
[,] Time integration of state transition are offen difficult to use in aeroservoelastic studies,

T. because computing time can become excessive. Furth-
I , ermore, frequently the aerodynamic loads are obtained

matrix [,,] (---- e -do) in a form which is not convenient for inclusion in stu-
dies aimed at flutter suppression.

[o61 Time integration of state transition
T, 1.2 Motivation

matrix foal [ Ar XO-Cd) The inherently nonlinear nature of the transonic
ei6 d)aeroelasticity combined with the high computational

cost associated with computational aerodynamic codes
has limited the number of aeroservoelastic studies deal-

1. Introduction ing with this flight regime.4.7 .8 To reduce computa-

tional cost for the three-dimensional unsteady transonic
computations, approximation methods have been

The active flutter suppression problem of developed by a number of authors.15- 16.17 Approxima-
advanced aircraft configurations is a multidisciplinary tion techniques developed to date were based on the
design task which combines several disciplines such as frequency domain approach. The need for effective
structural dynamics, unsteady aerodynamics, control, on-line active flutter suppression systems has led to the
and flight mechanics. During the past decade active recognition that time domain aerodynamics are needed
flutter suppression systems for the subsonic and super- for aeroservoelasticity. A number of authors have
sonic flight regimes have been studied extensively, developed time domain aeroelastic analyses suitable for
However, the transonic flight regime has received only the subsonic or supersonic flow regime. 18. 19

very limited attention. A considerable amount of effort
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The majority of aeroservoelastic studies con- 1.3 Research Goals
ducted to-date have emphasized a linear time invariant The primary objective of this study is to study
system approach, because this approach has-been found the application of a digital adaptive optimal controller
to be successful in the subsonic and supersonic flight to transonic active flutter suppression. This is achieved
regimes. In the transonic flight regime, which is by introducing on-line estimation for the aeroelastic
inherently nonlinear, the validity of this linear approach state space model combined with an iterative Riccati
-is questionable. Furthermore, under actual flight condi- solver for the control law synthesis procedure. On-line
tions one can have variations in flight speed, thermal estimation of the aeroservoelastic state space model is
loads due-to aerodynamic heating, varying amounts of based on a deterministic Auto-Regressive Moving
fuel in the wing structure, and different external store Average (ARMA) model and an on-line parameter esti-
configurations. Under such conditions the time invari- mation technique. Wing response information at a
ant assumption may limit the validity of the aeroser- selected sensor location is used for on-line parameter
voelastic model used in the design of an active flutter estimation.
suppression system. Digital adaptive control methodol-
ogy is an attractive candidate for-real time active flutter The major advantage of this technique is that the
suppression, because the control law parameters can be same flutter suppression system can be used for the
adjusted to follow the changes in the aeroelastic sys- subsonic, transonic, or supersonic flight regimes, since

tem. the -adaptive control technique is based only on the
Disct ttime history of wing motion. The on-line estimation of
Discrete time, digital, adaptive control is a well the aeroelastic state space model yields additional

established -methodology. The most attractive feature benefits. Until now the least squares curve fitting
of this approach is its ability to handle mildly time method 23 and -the moving-block analysis24 have been
varying nonlinear system, such as encountert-l in tran- used to identify aeroelastic system damping and fre-
sonic aeroelasticity. Adaptive control has been applied quencies in time domain. 2 .2 6.27 However. because of
successfully to the control of robotic manipulators by a excellent convergence of the parameter estimator used
number of authors3. 2 1 Application of an adaptive con- in the present research, the time domain flutter boun-
troller to subsonic active flutter suppression has been dary identification procedure can be carried out with a
described by Slater and Livneh 2 using the model- relatively small number of aeroclastic transient t;me
reference adaptive system. The main drawback of the history calculations. Simple eigenanalysis can be
model-reference adaptive system is that the adaptive applied to the estimated state space equations to obtain
flutter suppression system did not work for a non- the aeroelastic system damping and frequencies.
minimum-phase system which can occur in aeroclastic- blm.,., Ile second objective of this study is to develop a
problems'32  simple methodology for approximating the three-

The efficient computer modelling and simulation dimensional unsteady transonic aerodynamic loads in
studies of a digital adaptive, real time, active flutter the time domain for the aeroservoelastic applications.
suppression system for time varying flight conditions in The approximation procedure for obtaining these
transonic flow require the treatment of three specific unsteady transonic loads is based on using relevant
items. The first item required is an approximate information from time domain unsteady subsonic aero.
method for computing the three-dimensional unsteady dynamics. Methods developed for subsonic acro-
transonic aerodynamic loads to reduce the computa- dynamic load calculations such as frequency domain
tional cost of the aeroservoelastic studies. Secondly, lifting surface theories 28.29 and the finite state approxi-
the approximate three-dimensional unsteady transonic mations 3o.31. 32 are utilized in this approximation
aerodynamic loads should be calculated in the time method. The transonic approximation method
domain. This is an essential requirement for the real developed here requires only the computation of a tran-
time computer simulation of the adaptive digital flutter sonic correction matrix which is used in conjunction
suppression system. The third ingredient is the ability with a time domain subsonic code.
to change the free stream Mach number during the
computer simulation, so as to be able to test the adap- te wlknn transonic ucet c t can
tive flutter suppression system under time varying flight captured. Thus, transonic aeroelastic computatons can
conditions. This last ingredient is quite difficult to bearied th mp ttioal costi
implement because the unsteady aerodynamic load cal- retaining the important physical transonic aero lasuc
culations are -usually based on the assumption of a fixed characteristics. Divergence analysis can also be ca-ed
free steam Mach number. Finally, it should be out with considerable ease. Another important feature
emphasized that a fast, approximate transonic acroser- of the approximate transonic aerodynamic load
voelastic simulation capability can play a useful role in representation used in this study is the abilit) to vart
preliminary design and structural optimization of the free stream Mach number during the simulation.
actively controlled composite wings. This enables one to test the adaptive optimal controllerunder time varying flight conditions.
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2. Mathematical Model as linear when sufficiently-small wing motions-occur. 38

for-the Aeroelastic System in Transonic Flow In this study, we adopt the assumption that for a
small dynamic motion of the wing, the unsteady tran-

2.1 Structural Modelling sonic aeroelastic model is a dynamically linear
The small perturbation equations of motion for a model.38 Using-this assumption for-the perturbed wing

wing structure-have the-following form motion the following vector equation can be written for
the generalized- transonic aerodynamic force vector

[MJ{ /(i)} + (CJ(4 (t)) + [K](q(t)) ={Q()} . () Rt)

Mass and stiffness matrices, [M and [K], in Eq.(1) are {R(t))= (R,) +-{R (t) + (Ra(t)) (5)
obtained using the Lifting Surface Structural Analysis
(LISSA) computer code.33 -This code is based on wing The vector (R,-) in Eq.(5) represents the generalized
equivalent plate analysis 3 4 In this wing equivalent steady state transonic aerodynamic force- vector.
plate analysis wing deflections and mode shapes are (R,(t)) and (R6(r)) are generalized unsteady transonic
accurately predicted using a relatively small number of aerodynamic force vectors due to elastic deformations
polynomial terms. It was reported 34 that wing of the-wing around the steady state position and control
equivalent plate analysis is 30 and 60 times faster than surface motion, respectively.
the finite element method in static and free vibration The approximate method for calculating the
analysis, respectively. The LISSA code is particulary three-dimensional unsteady-transonic aerodynamic loads
efficient for the multidsciplinary optimization of com- employed in this research consists of three steps.
posite wings35.36 with a rich variety of practical con-
straints. ) Steady state transonic aerodynamic influence

coefficient matrices are computed using detailedSolving the-free vibration problem represented by three-dimensional full potential transonic CFD
Eq.(l) using an orthonormal coordinate transformation code.
(q()) = [UJ(Tj)J together with an assumed -modal 2) Transonic correction matrices are obtained from
damping yields:

the steady state subsonic and transonic aero-
(i(t)) + 2[1 oJil(t)) + [0]J((t)) = {R()} (2) dynamic influence coefficient matrices.

fmotion, Eq.(2), can 3) Three-dimensional unsteady transonic aerodynamic
The orthonormalized equations of tthe irn..d)measiona
be rearranged to obtain the structural sate-differential usads oni aerom t od corec. d y
equation and structural measurement equation. The unsteidy subsonic aerodynamic loads crrectcd-by
structural state-differential equation in the first order the using transonic correction matrices.
state variable form is given by: The first step is the computation of the steady

state transonic aerodynamic force vector (R,). The
SIA,1X 5(r)) + IBIIR(t)) (3) vector (R, ) is a generalized nonlinear steady state Eran-

and the structural measurement equation can be written sonic aerodynamic force vector. The full potential
as: code developed by Shankar et al.13 is used to obtain

(R, ) and (qj. Here, the generalized displacement vec-
(YQt)) = (C,J{X,(t)) (4) tor (%h) of order m corresponds to the steady state

position of the wing structure.

2.2 Time Domain Unsteady Transonic Aerodynamics The unsteady components (R,(r)} and (R6(:)} in
Since the steady state transonic aerodynamics of Eq.(5) are computed as follows. A perturbed general-

the wing is essentially nonlinear, the airfoil shape of ized displacement vector for the dynamic motion of the
the wing determines both the position and strength of wing can be defined by
the steady state shock. The perturbed unsteady aero- (0)) (-q(t)) - {Tj

dynamics, due to wing motion, is strongly affected by
the steady state shock waves. To obtain a good Since fr(r)} and the control surface deflection 5(r) are
approximation to the unsteady aerodynamic loads, the small, it is assumed that vectors fRX) and (R6(0) in
correct computation of the steady state pressure on the Eq.(5) can be calculated using the transonic aero-
wing surface is a basic requirement0 7 In some cases dynamic influence coefficient matrices given by
steady state pressure distribution from the wind tunnel {R,( -A r (6)
test or computations based on CFD codes were used to
obtain the nonlinear steady state aerodynamics for the and
approximate methods.t 6 '17. 37 The second assumption
frequently used in approximate transonic aerodynamic {R6()) -A (r) (7)
load calculations is that the perturbed unsteady wing [Aft) and (A(r)) are assumed constant and are calcu-
motion around the steady state position can be treated lated by perturbing the generalized displacements about
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he steady state reference position of the wing and cal- Since for subsonic unsteady flow
culating -the resulting perturbations in transonic aero- = (13)
dynamic forces. Thus,
jA,;(t)) -_- -It {R, (t)) (8) we-substituteEq.(13) into (12) to.get

{ ,(s))=[Do, l(r(s)}+[jOt,]s~r(s)]+Dlcd'- {I s (14O/
and -i1 S4 2,

an
A = -&( (R6 (t)) (9) Aerodynamic states are defined as

and since -there -is-no dependency on- time we -denote , } }
them [A,(-*)) and (A&(-,)). Now, corresponding s{,(s)} =-fl,( (s)}:+ s(IJ{7(s} i1.2.--- .'G
influence- coefficient matrices due to-small steady dis-
placement and control surface perturbations in subsonic Thus:
flow are calculatedby the Piecewise ContinuousKernel
Function Method29 (PCKFI) and denoted [,(**)1 and s{X(s)} = [A,]{R,(s)} + B,,Js[7(s)} (15)

(**)). A correction matrix is now constructed to w I

transform the subsonic steady generalized load matrix where {R(s))T = [(X=(s)}{X' 2 s)}r "'" {Z'c(s)} 7 .
to its transonic small perturbation equivalent. Transforming Eqs.(14) and (15) back to the time
[A, (**)J =[T,(')]IA,(* )1 (10) domain leads to

leading -to: {(,t)J =[(C,J(X,(i)) + [Do.j(r(i)J + [D:.,(i(t)l . (16)

[T,(*I =l (A, (*)lA, (*,)] "' where (C = tiCO[C 21 - -"t I.

and-to
Similarly,-the i-th element of the other transonic correc-
ton- matrix [T&(*-)], which is a diagonal matrix, is {X,(r)} [A,J[X;()} +[B:,](() - (17)
-assumed to be Similarly, for -the control surface subsonic unsteady

A h,-(**) aerodynamic forces:
A&,-o) (ka) = Csl(Xh})) + (Dc6)(r) + (D1:&)k) (18j

This correction is applied at each time t to unsteady {X&(r)] = [Asj(X(t) + (BzJt](t) (19)
acrodynamic forces calculated by the PCKFM.

To complete this section a brief discussion of the
{A,()l=lT,)) *)][,('} limitations of the present approximations to the

(A.(t) I [T6(**)l(A 6 ()) unsteady transonic aerodynamic loads is presented.
Three possible cases can be encountered during the

leading (Eqs.(6) and (7) ) to simulations. The first case corresponds to a subsonic

(P,(t)} IT, (*))(R,()} free stream Mach number, which is sufficiently low so
that the local shock has not developed yet over the

IRaQt)) = [TaQ**)J{(Rt)l wing surface. For this case the subsonic assumption.

for representing the unsteady aerodynamic effects isThe second stp in obtaining the approximate aero- approprite. The second flight conditioa corresponds to
dynamic loads used in this study resembles the the development of a local shock over the wing sur-
quasisteady correction method suggested by Zwaan. 6  face, however its position is still far upstream of the

The third step required for the computation of the trailing edge. In this case the wing trailing edge is still
approximate aerodynamic loads consists of the compu- in subsonic flow. However, due to the local supersonic
tations of the generalized subsonic aerodynamic force subregion on the wing, the unsteady subsonic assump-
vectors {h,(t)) and {fijr)) in the time domain. The tion is violated in this. fairly small region. The third
generalized subsonic aerodynamic force vectors (,(t)) condition -corresponds to a strong shock which is in the
and (R&(})) in the time domain are obtained from the vicinity of the trailing edge. Under such conditions
subsonic aerodinamic state space descriptions. Using wing motions will produce chordwise motion and oscil-
the Roger's approximation to the Laplace transformed lations of the local shock wave. When the local shock
subsonic generalized aerodynamic influence coefficient wave moves aft of the trailing edge. the wing trailing
matrices leads to edge will be in the local supersonic flow. Obviously

, this condition will represent the most severe violation
1A, s 1 [D,] + sID:,I + [C- . (12) of the subsonic assumption, used to generate the

unsteady transonic aerodynamic loads, employed in this
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study. rithm can be summarized as follows:
An6,-.r limitation of the present approximate 1) Predict (, and (,6),.l using- Eqs.(26) and

me:.._d i-due to- the quasisteady correction for tran. (27).
sonic effects. Due to this limitation the approximate 2) Calculate the generalized transonic aerodynamic
method gives more accurate results in the low reduced force vector at time k+l.
fre q u e n c y- ra n g e . fR c = R , } + [T ,( *) ]{i, )}.1  + [T ( *)] {/6 }. 1

2.3- Iterative Time Marching Structure/Aero. 3) The structural state vector (X, )., and aeroservoe-
dynamic Integration lastic output vector {Yh., can be obtained from

Structural and aerodynamic state-differential Eqs.(20) and (23), rt e-.;*ively.
equations are integrated simultaneously using an itera- 4) Determine the control urface-deflection angle 5,,
tive time-marching algorithm and state transition and construct generalized displacement =vectors
matrices. It is assumed that vectors (RQ)), {r(t)), and (rh.i and i4.1. The control surface deflection
((t)) are linear in time-interval kT, <t <(k+I)T,. In-this angle 8

A.1 can be calculated using information
time interval, these vectors are-assumed to be equal to associated with the controller, which will be
average of their value over the interval. Where, 7. described in the next section.
represents the time step-of the iterative time-marching 5) Calculate -aerodynamic state vectors (X, }., and
algorithm. Thus, time integration of state-differential (X&)A.l from Eqs.(21) and (22), respectively, and
equations in the first order state variable form yields update generalized subsonic aerodynamic force
the following state-difference equations.25  vectors (A, )A. and (Ab)A. at time k+l using

(R)k + (RhA+, Eqs.(24) and (25). If the iteration number-is larger{X, h.l = [4,](X, } - [01][B,]{ 2 - (20) than the assigned value, go to step -1. Otherwise,
return to-step 2.

Similarly the aerodynamic state-difference equations I should be-noted that one iteration in the this iterative
can be written as: scheme corresponds to the time-marching algorithm

: .)k + ({jk. ( developed by Edwards et al.2 5 Two consecutive itera-,I h-= [b,{X,h + [O,][B,) 2 (21) tions in this iterative algorithm correspond to the

predictor-corrector scheme used by Robinson et al.39

(X6)k-= [40 6(X6)k + [8 6)(B 6) (22) The main drawback of the above iterative scheme is
2 that the time consuming control law design procedure

Structural and aerodynamic measurement equationsat a is inside the iteratve scheme. Therefore for better
discrete- time k+l lend themselves to simple representa- computational efficiency control surface deflection
tions. The structural measurement equation given in angle 8A., is not updated during these iterative compu-
Eq.(4) can be written in the discrete time as tations.

.= [Ch]{X,k. (23) 3. Adaptive Controller

and aerodynamic measurement equations become 3.1 Input-Output and State-Space Descriptions of the

{,, h-i = [C,](X, h., + (Do,](r)j. + [D,,]{;)&., (24) Aeroservoelastic System

and In this study single-input single-output deter-
ministic ARMA model with 2M Auto-Regressive (AR)

VR64. = [C6(X6)k.j + (D0)A.l + (D,6)8*,! (25) and 2M Moving Average (MA) coefficients 4° is used to
describe the input-output relation for the aeroservoelas-

In Eq.(20) the structural- state vector (X, h . is a func- tic system.
tio,; of the structural state vector (X, h and the general- 2M 2M
ized transonic aerodynamic force vectors (R )k and Y* + Eaty-i = _,bA-,
(R ).i. However, the generalized transonic aero- i.1 i-1
dynamic force vector (R h., is not available at the In vector form,
beginning of time-step k+l. At time k+1, the general-
ized subsonic aerodynamic force vectors can be written Yk = (O}Mh * (28)
as

where
{(A, }.-- 2{,, ) - A, h-, (26)

.= 2~R 6 1- {,6 ,1  (27) (T [-a 1 -a 2 ... -az b, b2 b ]

Thus, Eqs.(20) through (25) can be solved iteratively at ({r 1h t [YI Y-A "' Yi-2M &A-: -2 .. -2 J.
time step k+l, and the iterative time-marching algo-
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In Eq.(28) y, and SA are the wing response and-control IV], = [Vi [Vhi}() r(6)AIVhk-

surface deflection angle at discete time k, respectively. M ,( X( + ( })[1(o}()A
The input-output description given by Eq.(28) is
equivalent to a state-space description which can be where a covariance matrix IV]& is defined- as
written as [V a [UjI[DJkU] r. Detailed descriptions- of the cal-

culations of a diagonal matrix [I 1 and an upper- tri-
{Xph., = (Apl(X,)i + {(p ,I (29) angular matrix [U]L, whose diagonal elements equal to

yk = [C,](XO , (30) 1, are presented in reference 47. The BUD algorithm
is a modified version of the recursive least squares

where algorithm which ensures the positive definiteness of-the
covariance matrix-in the recursive estimation procedure.

-a 1 0 . 0 bl The main advantage-of the parameter estimator is
-a 2  0 1 ... 0 b2  that the additional state estimator is not required to

[A.= ................. By=.. estimate system states. Once -the AR and MA
-az-. 0 0 . 1 bzw-l coefficients in matrices [A,] and (B,) are estimated,

--am 0 0- 0 bzm then the state vector (X,,), can be calculated using
Eq.(32).

and 3.3 On-Line Control Law:Design

ICP= [100 0] . The unknown aeroservoelastic system parameters
are estimated using an on-line recursive estimation

The state vector (X}k -is defined method. The next-step is an on-line control law design
procedure using the estimated acroservoelastic system

Yk parameters. The estimated aeroservoelastic system
hl(k) parameters are treated as if they are true; i.e. the uncer-

P . . . (31) tainties of the estimation are not considered.
[hzu. (k) The adaptive optimal control law is designed to

minimize approximately the following linear quadradc

with performance index J.

Yk = - alyk-I + bIS-i + h(k-l) j= ((XP )}(QJ(X, }, + r8,2)
hl(k) = - azyk-i + b28A1 + h2(k-1) k-o

... (32) where IQ] is a positive semidefinite symmetric matrix
and r,. is a positive constant. The following control

h2m. 2(k) = - a -y- + bzi-18iA-. + h ..i(k-1) law would-be optimal for J. 20

h2m.(k) =- azy 2 .1 + bv, 6A1 • Sj = - {G)[{Xt,}) . (34)

The state space description in Eqs.(29) and (30) is in where a controller gain vector (G) is based on
observer form and is _completely observable. 41 Thus,
each el'ment of the state vector given in Eq.(31) can (G)[=. {B )[ph [A,]
be ob.ser,,e completely. r,-+ (B,, )[P] (131 }

3.2 GaLine Parameter Estimation and the Riccati matrix [Ph is obtained using

Identification of structural dynamic properties [P]=A'Xr(Ip- [P, (B',,I)i )IAI+[Qih (35)
using parameter estimation techniques has been studied r,+(B, )T[P)j..(B,)
by many authors. 20 , 2 1, 42. 43 Parameter estimation tech-
niques-have been also applied to the stability and con- The Riccati matrix (P}, will converge to a constant
trol studies of flight vehicles. 445. 46 Application of nonnegative symmetric matric [P) , which satisfies the
parameter estimation techniques to aeroservoelastic sys- discrete-time algebraic Riccati equation
tems is introduced in this study. The AR and MA [Pl{B }{l3v)r[p}
coefficients in matrices [A, and (B,) are estimated IP] = [AJT(PI - Q),HIIITP ]

using the Bierman's U-D (BUD) algorithm 47 given as

(04= (O)A., + (L ), (y, - JAT- (j, if the aeroservoclastic system is stabilizable. At time
k the Riccati matrix [Phk in Eq.(35) can be iterated as

(LI = [V.)h (33) follows:
).A + (0 o}Iv](33)
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1) Calculate[P]h based on Eq.(35). T, for a digital controller can not be used because of
2) If the Riccati matrix (Ph, is converged, go to the practical limitations. Therefore, the reduced order

next time step. Otherwise, assign [Pll- -" (P] feedback controller is used in this study. It is assumed
and return to step 1). that the order of the deterministic ARMA model is-less

than or equal to the order of the generalized displace-Only one iteration is recommended' at each discrete metvcor

time step to save the computation time for the control

law design procedure. 40 The adaptive optimal control M :5 M
-law given in Eq.(34)-is thus obtained using-estimated
aeroservoelastic system matrices [Ap I and (Bp-) together The reduced order ARMA model ( 2M<NM ) faces a
with one iteration of Eq.(35). potential problem since unmodeled high frequency

components can cause a -frequency aliasing in -the
3.4 Special Features of the Computer Simulation parameter estimation and control law design pro-

cedures. Using an anti-aliasing filter is one possible

Covariance Matrix Resetting Technique. approach for-reducing the sensitivity-of the estimator.

When diagonal elements, which corresponds to AR Since the contribution- of lightly damped modes
coefficients, of the covariance matrix [Vlk in the param- dominates the dynamic response of an aeroservoelsuc
eter estimator-given in Eq.(33) converge to very small system, and -since our interest is focused on these
values- while other elements, which corresponds to MA lightly damped modes, relatively small M -and in are
coefficients, remain large, then additional- -recursive selected for the reduced order ARMA model and the
computations can not- improve the convergence of AR order -of the generalized displacement vector, respec-
and MA coefficients. A covariance matrix -resetting tively. In this study, most of the numerical examples
technique is essential- in order to increase the conver- use m = 3 and NG = 8. Therefore, NM becomes 30.
gence rate and- robustness of the parameter estimator.41  However, the order of the ARMA model 2/4 is equal to
In such a technique the covariance matrix is periodi- 6. Hence, 24 frequency components are neglected in
cally changed to- a diagonal matrix c[]. In -this study, the adaptive optimal control law design procedure.
the average of the maximum and- minimum diagonal In order to study potential problems due to
elements of the covariance matrix is used unmodelled dynamics a large order aeroservoelastic

system is also used. A tenth order sine Butterworth
(D]1 = Cl'] low-pass filter 5o is used as the anti-aliasing filter in the
(U], =I,] , present study. The number of structural natural fre-

quencies which are smaller than the cutoff frequency of
-where the anti-aliasing filter is assigned to the value of Af.

= MAX (Du(j-1)) + MiN(Dj,(j-1)) For this example with the unknown random external
2 loads, 8, 16, and 3-are assigned to values of m, NG, and

The subscript j-and D,,(j-l) represent the resetting time M, respectively. Thus, eight modes are included in the
and the i-th diagonal element of the matrix [Dhj, time histories -computed with three modes in the previ-
respectively. ous case.

Order of the ARMA Model. It is possible to Learning Period. A short learning period,
estimate the order of the ARMA model from input and t = 8xMxT,, is used for obtaining the initial estimates
output data if a lattice filter is used as a parameter esti- of the ARMA coefficients which are needed for-initial-
mator.21.43.48 The BUD algorithm for parameter esti- izing the Riccati matrix [Plk in Eq.(34). During this
maion in this study does not have the ability to esti- period, the control surface is excited by small-
mate the order of the ARMA model. Thus, it is amplitude white noise. At the end of the learning
assumed that the order of the ARMA model, 2H, is period, the initial condition of the the Riccati matrix,
known. The order of aeroelastic system matrices [P]o, is calculated from the discrete-time algebraic Ric-
obtained from the Roger's approximation can be calcu- cati equation, Eq.(36), using Potter's method.5 1
lated from the following equation. 49  Caution should be exercised when the computer
NM = 2m + mxNG . simulation is started under the unstable flight condition

because wing response in this case can become exces-
Here, m and NG represent the order of the generalized sively large during the learning period.
displacement vector and the number -of aerodynamic
lag terms in the Roger's approximation, respectively. Forgetting Factor. A fundamental property of
Theoretically, the order of a deterministic ARMA the adaptive controller for an active flutter suppression
model, 2M, should be equal to NM. However, the full system is its ability to track variations in the aeroelastic
state-feedback control law and the small sampling time system. To follow changes in the aeroelastic system it
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is-necessary to discard old time-history-of the aeroelas- and trailing-edge control surfaces as shown in Figure 1.
tic response information in the parameter estimator. It The material -properties of -the model wing and the
should be emphasized that tracking a system with additional spring constants defined in this study are
rapidly varying parameters is not possible. However,-a given in Table 1.
slow time varying system can- be tracked reasonably Three wing rectangular sections as shown in Fig-
well. Itis assumed in this study that aeroelastic system ure 1 are used for the LISSA and PCKFM computer
parameters change slowly. representation. The full potential CFD code developed

Old time history data of the aeroelastic response by Shankar et-al. 13 with 88x12x18 grid is used to obtain
is discarded exponentially in this study.40 When the the transonic correction matrices. Steady state tran-
forgetting factor Xk, given in Eq.(33), is equal to one, sonic pressure distribution on the- wing surface for
all data have the-same weighting. This forgetting fac- different Mach numbers are shown in Figure 2.
tor is used for the time invariant aeroelastic system.
When the- forgetting factor is less than one, recent data 5. Results
are given -more weight than old data. Thus, a forget-
ting factor of less than one is used for the time-varying 5.1 Flutter and Divergence Boundaries
acroelastic system. Before comparing the flutter and divergence

From this brief discussion it is evident- that the boundaries, natural frequncies of the cantilevered rec-
forgetting-factor is linked to the rate of change of the tangular wing obtained from-the on-line parameter esti-
system parameters. In practical implemetation, changes mation technique are compared with the experimental
in the properties of an aeroelastic system can be associ- and other computational results. In this example struc-
ated with changes in air temperature, pressure, and tural transient time response was calculated using -the
speed of flight. The proper forgetting factor for iterative time marching structure/aerodynamic integra-
different rates of parameter changes can be determined tion scheme with the assumption {R), = (0) and
accordingly. [co ] = (0]. Natural frequencies from:the experiment52

a finite element analysis53 , the LISSA code with

Computational -Delay. The on-line computation eigenanalysis, and the LISSA code with the on-line

of the aeroelastic system parameter estimation and con- parameter estimation technique are presented in Table

trol law design will produce a computational delay 2. The results in Table 2 are calculated for

between measurement and control command. In this T, = 0.001656sec; 24 AR coefficients were used together
study a computational delay is not taken into account. with 45 sampling points. The on-line estimation- of
It should-be noted that in order to have feasible practi- structural frequencies and the assumed structural modal

-cal implementation, the computational -delay should be damping factors for the cantilevered rectangular ing
less than- or equal to the sampling time T.. without aerodynamic loads is presented in Table 3.

The results in Table 3 are calculated for the same
4. The Wing Model Used for Computer Simulations values of 7,, AR coefficients and sampling points as

used in Table 2. It was also assumed that the modal
The structural modellig in this study can handle damping ratio-was C = .0200, i=1.2. • .5. It is evidentpractical wings with composite skins.36 However for from Tables 2 and 3 that the on-line estimation can

the computations carried out in this study, an yield system frequencies and values of modal damping

aluminum/plastic foam wing model was selected, correctly. In Table 2 the difference between the

because the results of the computed flutter boundaries present analysis and the finite element analysis of Ref.

could be compared with experimental results. This 53 is that mass and stiffness properties of the plastic

cantilevered rectangular -wind tunnel model wing with foam were not included in Ref. 53 analysis. In our

6% circular-arc cross sections and an aspect-ratio of 5.0 analysis, the stiffness and mass properties of the flexi-

,as actually built and tested in 1959.52 It has an alumi- ble plastic foam are included in the calculation. It is

num insert covered with flexib!e plastic foam. Experi- evident from the results shown in Table 2 that the

mental flutter boundaries and natural frequencies for stiffness and mass properties of the flexible plastic

this wing are available. foam need to be included in order to obtain the better

Natural frequencies and flutter boundaries for this agreement with experiment.
wing model were computed by Guruswamy et al. using
XTRAN3S 53 and XTRAN3S-AMES 54 codes. The Flutter Boundaries. In the estimation of the
planform geometry of this wing has been modified in open-loop flutter boundaries the MA coefficients in the
the flutter suppression studies by Guruswamy et al.4 A ARMA model are neglected. Aeroelastic stability of
trailing edge control surface as shown in Figure 1 was the wing is determined from the eigenvalues of the
introduced in Ref. 4. Five translational and five rota- estimated matrix (A] in Eq.(29). It should be noted
tional springs are used in this study to physically con- that the ARMA model in Eq.(28) is based on the
nect the wing and control surfaces. These springs are discrete time system. Aeroelastic modal darpings and

equally spaced along the hinge line between the wing
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damped frequencies, as and o s , for the continuous check the quasisteady assumption for the transoni
time system can -be obtained by using the following correction matrix. It -is evident from Figures 3- and 4
equations, that the quasisteady assumption for the transonic

correction matrix gives good agreement with the exper-
,j= log,(c + df) imental and CFD results in the low transonic Mach

2T,
number range.

T , cs  Divergence Boundaries. A transonic divergence
Here, cl and ds are the real and imaginary- part of the boundary for the wing can be obtained-using the tran-
eigenvalues obtained from the estimated matrix [A]. sonic aerodynamic influence coefficient matrix given in
Flutter boundaries for the aeroelastic system are deter- Eq.(6). From Eqs.(2), (5), and (6), the following equa-
mined from the aeroelastic modal dampings a,. When tion can be derived to include only structural stiffness
oa,< 0 the system is stable and when aj = 0, it is on the and aerodynamic stiffness of the wing.
flutter boundary. When aj > 0 the system is-unstable. (fc) - [A,(1)] )(i(t)) = J0)

The effectiveness of the parameter estimation
technique based on the ARMA model to identify the Divergence boundaries are a function of dynamic pres.
flutter boundary is demonstrated in Table 4. The sure qD, and it-can be obtained from the determinant of
results in Table 4 are calculated for-the same values of the matrix ( [o2j - [A,(t)] ) using-a root-finder.
7, and AR coefficient as used in Tables 2 and 3; Divergence boundaries for the cantilevered rec.
qo-= 9.439-kPa and -10 iterations are used for the itera- tangular wing using subsonic or transonic aerodynamics
tive time -marching structure/aerodynamic integration are shown in Figure 5. Comparing Figures 2 and 5 a
scheme. Flutter boundaries obtained from transonic bucket ( evident also in the flutter boundary)
eigenanalysis of the aeroelastic system equation in first occurs at a lower Mach number for the divergence
order state variable form, V-g method in frequency boundaries. In-the present case the transonic bucket in
domain, and the on-line parameter estimation technique the flutter boundaries could be directly associated with
applied to the aeroelastic transient time responses are the steady transonic aerodynamic loads.
compared in Table 4. In this table subsonic aero-
dynamics are used to check the accuracy of the itera- 5.2 Adaptive Subsonic Flutter Suppression
tive time -marching structure/aerodynamic integration The effectiveness and versatility of the adaptive
scheme. The agreement between these three sets of optimal controller is studied by applying it in two-flight
results is quite good. Small discrepancies between the regimes: subsonic and transonic. The subsonic flutter
eigenanalysis and on-line parameter estimation suppression studies are used to learn about- input
observed in Table 4 are mainly due to the linear parameters for the digital adaptive optimal controller.
assumptions for R(t)),{r(t)), and (i(t)) vectors in
time interval kT,4 5t<_(k+l)T,. Random External Loads. Robustness of the

Transonic flutter boundaries for the cantilevered digital adaptive controller was tested using random
wing, obtained from the on-line parameter estimation loads. The computer simulation-was carried out using
technique developed in this study, are compared with subsonic aerodynamic loads obtained from assuming
experimental and other computational results in Figures that (T, (c)] = (Tj(**)j = [I]. The random loads are gen.
3 and 4. Steady state pressure distributions for various erated by introducing appropriate random changes in
Mach number (Figure 2) show that transonic shock the angle of attack. Maximum change in the angle of
effects start to appear near M. = 0.84. Thus, the tran- attack is determined-by using a suitable combination of
sonic approximation, shown in Figures 3 and 4, is in gust and free stream velocities. A gust velocity of
reasonable agreement with experimental results up to 39.37 inch/sec at M. = 0.714 and q0 = 9.763 kPa- pro-
M. = 0.84. Between Mach number 0.84 to 0.90, the duces approximately one inch deflection at a sensor
shock is well developed on the wing surface. Some position indicated in Figure 1.
discrepancies in this Mach number range in Figure 3
and 4 may be due to the mixed subsonic and super- The generalized equations of motion are based on
sonic sub-regions. When the Mach number exceeds 8 structural modes which are obtained from the LISSA
0.90, the shock will reach the wing trailing edge and coei enes ofafreedom. The aerodyaisupesonc sb-rgio wil beomemuc wier hanthe influence coefficients evaluated by the PCKFM are
supersonic sub-region will become much wide than the based on the same number of degrees of freedom used
subsonic sub-region, as indicated in Figure-2. There- n teLSA mdl eoyai nlecfore, the subsonic assumption used for generating the in the LISSA model. Aerodynamic influence

fore th susonc asumtionuse fo-geeraingthe coefficient matrices are tabulated for 21 frequencies,
unsteady transonic aerodynamics is violated and it can ceet mies retue d fo 21 fr uenot be used for Mach numbers greater than 0.90. where the highest frequency is 95.49 Hz. Tabulated

generalized aerodynamic influence coefficient matrices
Flutter boundaries with the steady transonic aero- are fitted in Laplace domain using Roger's approxima-

dynamic load are also presented in Figures 3 and 4 to
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;ion with 16 aerodynamic lag terms which are equally mator is used throughout the computer simulation pro-
spaced between 0 and 95.49 Hz. cedure.

A sine Butterworth lowpass filter of order 10 is Time histories of acceleration at the sensor posi-
used as an anti-aliasing filter. Note that the high fre- tion and- the first element of the controller gain vector
quency aliasing effects can not be perfectly removed are shown in Figures 6 and 7. In Figure 6 accelera-
with -the anti-aliasing filter. It should be emphasized tions at the beginning of the second period are rela-
that the parameter estimator (BUD algorithm combined tively large. It should -be mentioned that estimated
with covariance resetting technique) which we use is aeroservoelastic parameters at the beginning of the
very powerful so that the high frequency components second period may not be completely converged after
can-be identified whether the anti-aliasing filter is used 24 time steps. It is evident in Figure 7 that the con-
or not. When the anti-aliasing filter is used, estimated troller gain vector is robust with respect to the -unk-
damping in the high frequency components are much- nown external disturbance. During the third period the
larger than for low frequency components. In this controller gain does not change significantly, and when
research one -anti-aliasing filter is used since it can the unknown external disturbance is removed, the-con-
remove most high frequency components in the filtered troller gain converges again to the constant value.
aeroelastic transient time responses, in an adequate Small variations in controller gain can be observed
manner. before and after the third period, these small variations

The time step of T. = 0.000414 sec is used in the can be eliminated if the longer learning period is used.

iterative time marching structure/aerodynamic integra- Computation times required for the parameter
tion procedure. For the parameter estimator the sam- estimator and the on-line control law design procedure
pling time is taken as 7, =.0.00414 sec. The sampling are shown in Table 5. The computational delay of
time 7, should satisfy the- Shannon's sampling 0.002436 see, for the ARMA model of order 6 on
theorem. 55 Therefore, the Nyquist frequency, f m., SUN3/280 computer with-a floating point accelerator is
becomes 120.8 Hz, and the first three aeroelastic modes smaller than the sampling time T", = 0.00414 sec. There.
can be identified using the parameter estimator. The fore, the digital adaptive optimal controller in this study
ARMA model consisting of 6 AR and 6 MA is a feasible for practical active flutter suppression.
coefficients is -used to obtain the acroservoelastic state
space description. Covariance matrix resetting interval Time Varying Aerodynamic Loads. Time vary-
for the parameter estimator is equal to 12 sampling ing subsonic aerodynamics are obtained from the table
steps (= 0.05 see). of subsonic aerodynamic influence coefficient matrices

Weighting factors [Q] and r, in the performance as follows:
index- J, given in Eq.(24), are assumed as [I] and 30, 1) Subsonic aerodynamic influence coefficient
respectively. In this study maximum amplitude of the matrices are computed at different Mach numbers
allowable control surface deflection angle is constrained and frequencies.
to be less than 4 degrees. 2) At each Mach number tabulated subsonic aero-

The following computer simulation lasting 10 dynamic influence coefficient matrices are fiued
seconds is made of four important time periods. The with respect to frequency, using Roger's approxi-
first 24 sampling steps constitute the learning period. mation.
During this period the control surface is activated ran-
domly to get the initial estimation of the aeroservoelas- 3) Continuously fitted aerodynamic influence
tic system matrices. A maximum amplitude of random coefficient matrices obtained in step 2) are fitted
control surface deflection angle is limited to 0.80. At with respect to Mach number. Between two adja-
the end of the learning period the controller is engaged ctn
and the initial condition for the Riccati matrix is simplicity.
obtained using- the Potter's method. In the second It is evident from Figure 6 that high frequency
period,-from 0.1 sec to 2.0 see, the active flutter suppres- components do not affect the performance of the con-
sion system controls the acceleration at the sensor posi- troller. Therefore, the first three structu-al modes
tion, caused by the random control surface deflection without the anti-aliasing filter wil be used in the com-
angle in the learning period. During the third period, puter simulations which follow. Aerodynamic influence
from 2.0 sec to 8.0 see, random variation in the wing coefficient matrices are tabulated at 11 frequencies
angle of attack is introduced. The robustness of the between 0 and 47.75 Hz. Twelve Mach numbers
active flutter suppression system with respect to the between M.. = 0.714 and MI. = 0.920 are selected to gen-
unknown external disturbance can be verified by exam- crate the time varying subsonic aerodynamic loads.
ing the time histories of the controller gain vector. The Roger's approximation with 8 aerodynamic lag
This unknown external disturbance is removed during terms, which are equally spaced between 0 and
the fourth time period, from 8.0 sec to 10.0 sec. A con- 47.75 Hz, are used to fit the aerodynamic influence
stant forgetting factor of 0.9999 for the parameter esti- coefficient matrices at each Mach number.
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A computer simulation lasting 10 seconds,*which Acroservoelastic response with acceleration sens.
is similar -to that described in the previous section is ing is shown in Figures 17 and 18. In Figure 18 the
shown in Figure 8. The main difference between the controller gain -is increased from t 2.0 us to
previous and the current simulation is in the third t = 6.5 sec However, from 1 = 6.5 sec to t = 8.0 w the
period, extending from 2.0 sec to 8.0 sec. During this -controller gain decreases. In Figure 8, time 6.= 6.5
time period the free stream Mach number is increased corresponds to M. = 0.87, and this Mach number is
gradually from M. = 0.714 to M. = 0.870, and therefore approximately the center of the transonic bucket in Fig.
this period is denoted as the varying parameter time ure 16. It is evident from Figure 18 that the controller
period. During this period, the forgetting factor of gain is increased when the aircraft penetrates further
0.9999 is changed to 0.85 to follow the aeroservoelastic into the flutter region. On the other hand, if the aircraft
system changes. The flight path at P. =-20.27 kPa leaves the flutter region, then controller gain will
together with the flutter and-divergence boundaries are decrease.
presented in Figure 9. All the other input data are Aeroservoelastic response with the acceleration
identical to the previous computer simulation. sensing along the second flight path-is shown-in Figures

Time histories of acceleration at the sensor posi- 19 and 20. In Figure 20 the parameter estimator can
don and the first element of the controller gain vector not follow the aeroelstic system change around
are shown in Figures 10 and 11. In Figure 11 con- t-= 5.5 sec. Here, time t = 5.5 sec corresponds to
troller gain follows the aeroservoelastic system changes M. = 0.83 in Figure 8. In Figure 16 the second flight
successfully. It should be noted that the robustness of path and transonic divergence boundaries intersect each
the controller gain in time varying interval depends on other around M. = 0.81. Thus, again it is evident that
the forgetting factor, (Q), and r.. divergence type instabilities can not be suppressed

Free stream pressure, P., for the second flight- using the acceleration sensing. The aeroservoelastic
path in Figure 9 is assumed to be 27.36 kPa. In this response with displacement sensing along the second

case free stream Mach number is increased gradually -flight path are presented in Figures 21 and 22. The

from M- = 0.714 to M.= 0.916. Time histories of change of controller gain in Figure 22 is similar to that

acceleration-at the sensor position and the first element in Figure 18. Thus, one may conclude that the digital

of the controller gain vector are shown in Figures 12 adaptive optimal controller used in this study does fol-

and 13. In Figure 12 the adaptive flutter suppression low system changes correctly.
system fails around time t = 4.5 sec. The corresponding
Mach number can be obtained from Figure 8, and is 6. Concluding Remarks

approximately equal to M. = 0.8. In Figure 9 the A new adaptive optimal control methodology for
second flight path and the divergence boundary inter- active flutter suppression is studied for a number of
sect around M. = 0.8. This is another example of the aeroelastic systems. This controller is robust with
failure of acceleration based control in stabilizing respect to- the unknown external disturbances and can
divergence type instabilities. To suppress both the be applied to time varying flight conditions. The same
flutter and divergence instabilities, displacement sensing adaptive optimal control algorithm is applied in both
is used along the second flight path, and results are subsonic and transonic flight conditions.
presented in Figures 14 and 15. It is evident that both It is also shown in this study that the divergence
instabilities are now suppressed. Similar results have type instability can not be adaptively controlled with
been reported by a number of authors.56,57  the acceleration sensing. Since the controller perfor-

mance with the acceleration sensing strongly depends
5.3 Adaptive Transonic Flutter Suppression on the relative positions of flutter and divergence boun.

Time varying transonic aerodynamics are daries, it is important to design the controller and the
obtained from tables of steady transonic and unsteady structure simultaneously in an integrated manner so as
subsonic aerodynamic influence coefficient matrices. In to avoid such difficulty.
addition to the three steps described in section 5.2.2, The ARMA model with a parameter estimation
the tabulated steady transonic aerodynamic influence technique is successfully implemented to yield tran-
coefficient matrices are also fitted linearly between two sonic flutter boundaries of the wing structure. This
adjacent input Mach numbers. Thus, the time varying methodology yields flutter boundaries very efficiently in
transonic aerodynamic loads can be obtained with rela- time domain, and thus only a small number of aeroelas-
tive ease. tic transient time responses are needed in order to

Transonic fluuer boundaries, transonic divergence obtain reasonable results.
boundaries, and two flight paths are shown in Figure A simple methodology for obtaining three-
16. Transo-nic aerodynamic influence coefficient dimensional unsteady transonic aerodynamics in the
matrices are computed at M.. = 0.714, 0.850, 0.873. 0.895. time domain is presented. The transonic bucket is sue-
and 0.916. The same input data given in section 5.2.2 cessfully reproduced and predicted by this simple
are used for all other variables. approximate method. Since the unsteady computations
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are based on unsteady subsonic aerodynamics, transonic /ASCE/AHS/ASC 31st Structures, Structural
aeroelastic responses in the time domain can be Dynamics and Materials Conference, pp. 1582-
obtained-at low computational cost. The most time 1588, LongBeach, CA, April 2-4, 1990.
consuming ingredient in this approximate method is the 9. Borland, CJ., Rizzetta, D.P. and Yoshihara, H.,
computation of transonic aerodynamic influence "Numerical- Solution of Three-Dimensional
coefficient matrices. Unsteady Transonic Flow over Swept Wings,"

AIAA Journal, vol. 20, no. 3, pp. 340.347, Mar.
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Table 4. Fluuer Boundaries of the Cantilevered Rec- Table 5. Execution Time (seconds) for the On-Line
tangular Wing at M.= 0.714 from the Computations on SUN3/280 Computer with
Eigenanalysis, V-g Method, and On-Line Floating Point Accelerator
Parameter Estimation Technique

Order of Iterative BUD Conputa.

A) Fluter Speed and Frequency the AR.MA Riccati Algo- tional

V-z Efien On-Line Model Solvert rithm+ Delay

Spceod(m/sec) 243.0 - 243.0- 243.0- 4 .000773 .000522 .001295
Frqu..-y(Hz) 35.40 35.40- 35.49 6 .001542 .000894 .002436

8 .002517 .001382 .003899
B) Freen cies(Hz) at Flutter Condition 10 .003681 .0204 .005685

Mode V- Eizen .. On-Line 12 .005221 .002710 _007931

-st 12.17 13.64 13.66-
2-nd 35.40 35.40 35.49 t Computed from 10000 iterations by the use of FUNCTION
3-rd 95.99 95.98 95.96
4-th 243.2 243.2 243.7 DTIME in SUN FORTRAN77 r.tm-ine library routines

5-h 266.3 266.3 266.2

C) Acrody unc Damping(O ) at Fluner Condition

Mode .. v-2 Eiten On-Lne

2-nd -.2123e-5 -.1520

3.rd . -7.528 -7.468

4-th ..... 21.39 -20.01
5-th 1... -3.158 -2.918

. 1. 0 I.

10 xj. 1.0 10

= 0.714 -'. M .846 - M = 0.868
T Y
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.0 2 ---- .

I I
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o 0.884 m o= 0.916

Fig.2 Steady State Pressure Distribution on the Wing Surface
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